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DCT-Based General Structure for Linear-Phase
Paraunitary Filterbanks

Jie Liang Student Member, IEEHTac D. Tran Member, IEEEand Ricardo L. de QueirgSenior Member, IEEE

~ Abstract—n this paper, we present a general structure for In addition to post-processing of the DCT coefficients,
linear phase paraunitary filterbanks (LPPUFB) via both time-do-  various transforms involving pre-processing of the DCT inputs
main_pre-processing and frequency-domain post-processing of pave also been proposed. However, most existing results focus

the discrete cosine transform (DCT). The proposed structure not .
only covers existing frameworks with either pre-processing or on the modulation of DCT-II or DCT-IV [1] and are therefore

post-processing of the DCT but enables the design of DCT-based N0t suitable for image representation. For example, the widely
LPPUFB with both partial-block overlapping and variable-length  used modulated lapped transform (MLT) and extended lapped
filters as well. Some high-performance and low-complexity trans- transform (ELT) [2] in audio compression are based on the
forms can be obtained by fine-tuning the structure parameters. DCT-IV. In [11], the MLT/ELT idea is generalized to imple-

Furthermore, a DCT-oriented initialization method is developed . . .
to improve the convergence and to simplify the parameterization MeNt arbitrary-length cosine-modulated filterbanks [12], [13]

in the filterbank optimization process. The application in image through pre-processing of the DCT-III or the DCT-IV.

compression is demonstrated. An early effort of improving the performance of image com-
Index Terms—DCT, lapped transform, linear-phase paraunitary ~Préssion through pre-processing of the DCT-II can be found in
filterbank, pre-processing, post-processing. [14]. Recently, a more general family called the time-domain

lapped transform (TDLT) was developed in [15].
Pre-processing or post-processing of the DCT generates
transforms with different properties. In the LOT/GenLOT
HE Type-ll discrete cosine transform (DCT-II) [1] hascase, by varying the sizes of post-processing stages, dif-
found wide applications in image and video compressioferent subbands can have basis functions of different lengths
due to its excellent energy compaction capability and to the ex[$6]-[18]. This enables the transform to have longer filters for
tence of numerous fast implementations. However, DCT-baded/-frequency subbands and shorter filters for high-frequency
coding schemes exhibit annoying blocking artifacts at low bubbands, maintaining a balance between reducing blocking
rates. The lapped orthogonal transform (LOT) [2], [3] provideartifacts and avoiding ringing artifacts. Analogously, reducing
a solution to this problem via post-processing of the DCT codhe size of the pre-processing operator in the TDLT leads to
ficients. The basis functions of the LOT cover two data blockgansforms with partial-block overlapping, which can also
Further suppression of blocking artifacts can be achieved by ebe exploited to obtain a tradeoff between complexity and
ploying multistage post-processing, as in the generalized L@€&rformance [15].
(GenLOT) [4]. In this paper, we show that the DCT can be embedded in any
The GenLOT is developed on the framework of linear-phastage of the LPPUFB lattice, resulting in a general structure that
paraunitary filterbanks (LPPUFB) [5], [6]. In [7], the completénvolves both multistage time-domain pre-processing and mul-
and minimal factorization of even-channel LPPUFB via the latistage frequency-domain post-processing of the DCT. We call
tice structure is developed. The structure is generalized to cotkes structure the time—frequency lapped orthogonal transform
a large class of perfect reconstruction filterbanks in [8]. R€TFLOT).
cently, it was shown in [9] and [10] that the structures in [7] All aforementioned DCT-based structures can be viewed as
and [8] can be simplified significantly and still cover the samspecial cases of our proposed scheme. Moreover, the presence
solution sets. Since the DCT, LOT, and GenLOT are all speciail the DCT in the general structure ensures the robustness of
cases of LPPUFB, the theory of LPPUFB is very powerful ithe transform optimization process. In fact, we derive an initial-
the design and analysis of such transforms. In fact, the LOT iration method for pre- and post-processing operators, allowing
[2] is an elegant fast approximation of the optimddichannel, the optimization process to start with a reasonable solution. The
2M-tap LPPUFB. method also helps in simplifying the parameterization involved.
The intuition behind the proposed structure is as follows.
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The flexibility provided by the proposed structure is veryive function of interests. Recently, it has been shown in [9] and
useful in the design of fast transforms. Since the correlation[ib0] that allU; or all V; in G;(z) can be eliminated, and the
real-life signals such as images and video sequences weal@mpleteness of the structure is still guaranteed by having both
gradually as we move away from the current coding block,d, andV in Ey. ThereforeG;(z) can be reduced to
few number of pre-processing stages is usually sufficient to get
a near-optimal performance. However, when the number of pre- G;(z) = diag{I, V,}WA(2)W. (7
processing stages is limited by complexity constraints, more
long-term low-frequency correlation exists after the DCT. Thishe complexity of the structure is thus reduced significantly.
can be clearly observed if all DC coefficients are collected to-
gether. With our proposed structure, we can improve the perf@&- DCT-Based Structure

mance by applying post-processing operators. Thg advantaggwe now show that the DCT can be embedde&inor any

are twofold. First, the presence of the post-processing makegi{qeG; () of the general structure without affecting its com-
possible to further reduce the complexity of the pre-processipgeness. In addition to fastimplementation, the presence of the
without sacrificing the performance. Second, since most higRTT can also be exploited in the filterbank optimization, as il-
frequency correlation has been removed by the pre-processingrated in Section IlI.

and the DCT, we only need to apply post-processing operators tqy o o4l that the Type-Il DCT can be factorized as

the low-frequency subbands. Therefore, high-performance and

low-complexity transforms can be obtained by the joint design C = diagfCo. C: YW 8

of the pre- and post-processing. The different properties of the % Co. C1} ®

pre- and post-processing operators can be exploited to obtaj o ) )
transforms with both variable-length filters and partial—bloc}?rl{‘ereco and G, are M/2-point Type-il and Type-IV DCT,

. ) . NS espectively [1].
overlapping without modifying the DCT. Our intuition is later : . ;
confirmed in the design and coding experiments. As a first step, notice that by taking advantage of the property

that diag Uy, Ug} commutes wittWW andA.(z) [10], Uy in Eq
can actually be located in any sta@ev(z) (1< N < K —1)
Il. GENERAL STRUCTURE OFDCT-BASED LPPUFB rather tharE,. That is, we can have an equivalent structure to

In this section, we consider a real-coefficiehf-channel, that in [9] and [10] by defining
KM-tap (M even,K integer) linear-phase paraunitary filter-
bank, or anM x KM LPPUFB for short. All filters are either E, =diag{I7Vo}VAV
symmetric or anti-symmetric, i.e.,, the polyphase maEix) G () =diag{Uy, Vy YWA(2)W. )
satisfies ’

Dz K-VE(z"1J = E(2) (1) The remaining stage&; () still follow (7).

_To get a modular structure, we can turn'@l in G;(z) into
wherel is the reversal identity matrix, arfd is a diagonal ma- W fori = 1,..., N by the following relationship between the
trix whose diagonal entries aeel’s, with +-1's correspond to two types of butterfly
symmetric filters and-1's correspond to anti-symmetric ones.

L W = diag({I, J} Wdiag(I,J}. 10

A. Existing Structure lag(L, J} Wdiag{L, T} (10)
The general structure_of LPPUFB is developed in [7], byhis also changes the correspondWigs toV) =JV,, Vi =

which E(z) can be factorized as VnJ,andV, = JV;J fori = 1,...,N — 1. After simple

regrouping, we arrive at

E(Z) = GK,l(Z)GK,Q(,@ N Gl(Z)EO (2)
GN(Z)Gl(Z)E(] = E()P]\r,l(z)...P(](Z) (11)
where
) R where
Eg :dlag{Uo,Vo}W (3) ) )
A(z) =diag(1, T} (4) E, = diag{U,, Vy} W (12)
Gi(z) =diag{U;, Vi}WA(2)W. (®) andP;(z) (i = 0,..., N — 1) is defined by
W andW in the above are two kinds of butterfly given by Pi(z) = A(z)VAVdiag{I./ Vi) W (13)
1 |1 1 - 111 3J . L
W= ﬁ {I —I} , W= ﬁ {J —I] (6) Now, we can introduce the DCT ini§, by
whereI andJ are M/2 x M /2 identity and reversal matrix, E, =diag{U,C{, VyC{ } diag{Co, C:}W
respectively. =diag{U,, V% } C (14)

The matricedJ; andV; in (3) and (5) are arbitrary//2 x
M /2 orthogonal matrices. They can be optimized for the objewhereC, C,, andC; are defined in (8).
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Fig. 1. General structure of the TFLOT.

6o cos @

E, =CC’E 1 \/- 0 —sin@
0 0 03 ! sin®

=CWdiag{C{ Uy, C] Viy} W

+1 -
_CWiag{U), Vi } W PAAR 0
CWdiag{U),, V/,} W. (15)

If the objective is to embed the DCT Ky, the step of moving Fig. 2. Left: Example of representing a real orthogonal matrix by Givens
U into G y(z) and the subsequent regrouping are not needégfations and signs. Right: Detail of a Givens rotation.
We only need to start from (14) or (15).

The above manipulations to obtaliy, Vi, andV)’s im- DCT. That is, the TFLOT is able to combine the advantages
pose no constraint on them; therefore, each of them can still&feboth pre-processing and post-processing. High-performance
modeled by a generic orthogonal matrix. To summarize, we ofAd low-complexity solutions can be obtained in this way, as

Alternatively, the DCT can be embedded through +1 \ /_\/_><_

tain the following result. illustrated in Section IV.
Corollary 1: The polyphase matri(z) of any M x KM
LPPUFB can be factorized as [Il. DCT-BASED OPTIMIZATION OF THE TFLOT

R Unconstrained optimization is a common tool for the design
E(z) = Gg-1(2) ... Gn11(2)EoPn-1(2) ... Po(2) (16) of filterbanks [4]-[6], [9]. EachM /2 x M /2 orthogonal ma-
. , trix in the lattice structure can be parameterized(bzy\/i/ 2
where the DCT-basel, can take the formin (14) or (15), and ) ) "2
Gi(z) andP,(z) are given in (7) and (13), respectively. Givens plane rotations and//2 sign parameters, as illustrated
Remarks: This structure is depicted in Fig. 1 when (15) idY the example in Fig. 2 [5]. Since most optimization techniques
used. Since it involves both time-domain pre-processing aftf Not efficient in handling continuous and discrete parameters
frequency-domain post-processing of the DCT, we denote it i@#tly, @ common approach is to fix the sign parameters during
the TFLOT. Because of the presence of the DCT in the TFLOgPtimization. However, a thorough analysis must be conducted
the fast implementation of the DCT can be applied. In additiof make sure that the reduced search space still covers the op-
since the DCT already has good energy compaction capabilf#jpal result.
it can be exploited in the filterbank optimization, as reported in The most widely used optimization criteria for filterbank de-
Section II. sign include coding gain, DC attenuation, mirror frequency at-
All existing DCT-based structures for LPPUFB can béenuation, and stopband attenuation. In many cases, the objec-
viewed as special cases of the TFLOT. For example, if wie function is a weighted combination of them. These criteria
embed the DCT ifE,, the TFLOT reduces to the GenLOT [4].are highly nonconvex; hence, the quality of the initialization is
Especially, when the filter length &M, the general structure crucial to the final result.
can be simplified to the LOT in [2]. On the other hand, if we Since the DCT has good energy compaction capability, it is
insert the DCT inG_1(z), the structure can be viewed ag close neighbor of t_he_ op_timal solution in the search space.
multistage time-domain pre-processing of the DCT input. It catherefore, in the optimization of the TFLOT, we can choose
be viewed as the dual of the GenLOT and the generalizatifif initial values of all free matrices such that the optimization
of the fast TDLT in [15]. We denote this special case as tHocess always starts from the DCT. In addition to the improved
GenTDLT. convergence, this initialization method can also help to deter-
In the TFLOT, variable-length filters can be obtained bjnline the sign parameters in modeling orthogonal matrices.
limiting the sizes of the last several post-processing stages ) o
[16]-[18], whereas partial-block overlapping can be achievéy PCT-Oriented Initialization
if the size of the first pre-processing stage is reduced [15].In this section, we consider the TFLOT whEg is chosen as
Therefore, when the DCT is embedded in an intermediaf€5) and suppose that the DCT is in stadgeTo get the DCT-
stage, variable-length filters and partial-block overlapping camiented initialization, we want to initialize the free matrices
be maintained simultaneously without modifying th&-point such that all pre- and post-processing stages are annihilated.
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1) Initialization of the Pre-Processing Stagegve first 2) Initialization of the Post-Processing StageSuppose the
develop the DCT-oriented initialization for the pre-processingCT-oriented initialization has been applied to the pre-pro-

stages of the DCT. Define cessing stages and (21) or (24) has been obtained. When
. V; = —I for all post-processing stages, the cascade of two
En(z) = EoPn_1(2)...Po(2). (17)  stages becomds,;;(z)G;(z) = zI. Therefore, the filterbank
: : . reduces to
Notice that wherV; = —I, the pre-processing sta@® (z) in ) N 19
13) becomes z"En(2), TK—-N-1=2n
43 E(z) = {ZnW(Z)E]\T(Z)7 fK—N-1=2n+1 (27)
P,(z) = {0 = } . (18) . .
: J o whereW(z) = diag{I, -I}WA(z)W. This means that when
] . there is an even number of post-processing stages, the result is
The cascade of two such stages gives rise to still a zero-padded DCT after setting al; = —I. When the
0 23170 =3 number of post-processing stages is odd, the result is the DCT
Pii1(2)Pi(2) = [J 0 ] [J 0 } =2I.  (19) followed by two stages of butterflies, which is actually a simple
LOT [2]; hence, it can be used as a good initial value for the
Therefore, whenV is even, by choosing optimization.
Given anM x KM filterbank with polyphase matrik(z),
Up=I, Vy=-I all matrices in it can be copied directly to initialize a filterbank
Vo=I, V;,=-I, i=1,....N—1 (20) Wwith one more stage of post-processing. The additional matrix
Vi can be set te-I (or I), and we thus geW (z)E(z), which
we have yields a good initial value.

Ex(z) =C [2 '(])] SN/2-1 [g Z(ﬂ [ZOI H — ,N/2c.  B. Determining the Sign Parameters in Matrix Model
(21) As mentioned earlier, one issue in optimization is how to deal

each side. DCT-oriented initialization provides important insight about the
WhenN is odd, we can choose optimal sign parameters. Since the DCT is quite close to the
optimal solution, it is reasonable to assume that each optimal
Uy=J, Vy=-J, Vo=1I matrix in the lattice structure has the same sign parameters as
V,=-1 i=1,....N—1. (22) its DCT-oriented initial value. Therefore, we can fix the sign
parameters according to these initial matrices. More generally,
In this caseE, in (15) reduces to each ofUg andV; can be modeled as
B, = C [(I) H (23) X = XX, (28)

whereX, is fixed as the DCT-orien}ed initial matrix, containing
and therefore the sign parameters implicitly, arX is the free matrix for the
. I 0 v 0 I optimization program, whose signs can be safely fixed &'s.
En(z) = EgzVN 12 =z C . (24) Theinitial value ofX is simplyI and can be obtained by setting
0 I 21 0 . . .
all Givens rotation angles to B (n integer).

0 _ ) Experimental results show that this type of initialization and
The term| J simply pads)/2 zeros to each side of thegjgn model always lead to satisfactory results. However, dif-
filterbank. Therefore we also end up with a zero-padded DCTferent initial angles still have slightly different qualities; thus,

When the optimized parameters of a filterbank wih— 1 We can perform the optimization with different valuesodnd
pre-processing stages are available, they can be used to initiafiglect the best results among them.
the optimization of FB withV pre-processing stages. It can be o
verified that with C. Fast Approximations
One important design criterion for image compression is the
Uy =UyJ, Vy=Vi_J, Vo=I V;=-JV{J  codinggain. For paraunitary filterbanks, the coding gain is com-

V,=JV,_J, i=2.. N-1 (25) puted as [3], [6]
. . . 2
the following zero-padded result can be obtained: ~ = 10logy, — x ey (29)
/ 0 I k=0 ‘757)
Pa(:) =BrL() | - (26)

whereo? is the input variance, and?, is the variance of the

In (25),U,, V,; are matrices for the filterbank witN' stages pre- ith subband output. In this paper, the input is assumed to be
processing, antly, V/ are the given matrices of the filterbankan AR(1) process with intersample correlation coefficient

with N — 1 stages of pre-processing. 0.95, which is a good model for natural images.
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Fig. 3. Frequency response of design examples with fiégd The filterbank size is (a) % 32 and (b) 8x 40.

TABLE |

CODING GAIN IN dB OF EVEN-CHANNEL LPPUFBFOR AN AR(1) SGNAL WITH p = 0.95

Size | 4x8 |4x12 |4x16]4x20 |4x24 | 4x28| 4x32 | 4x36 | 4x40
Ugfree | 796 | 822 | 836 | 841 | 845 | 845 | 848 8.48 8.50
Ugfixed | 796 | 820 | 835 | 841 | 845 | 845 | 848 8.48 8.50
Size | 6x12 |6x18 | 6x24 | 6x30 | 6x36 | 6x42 | 6x48 | 6x54 | 6x60
Upfree | 885 | 9.02 | 912 | 919 | 920 | 924 | 925 927 9.27
Upfixed | 885 | 900 | 912 | 919 | 920 | 923 | 925 927 927
Size | 8x16 |8x24 |8x32|8x40 | 8x48 | 8x56 | 10x20 | 16 x 32 | 16 x 48
Uofree | 927 | 939 | 946 | 952 | 954 | 956 | 950 9.81 9.86
Upfixed | 927 | 938 | 946 | 952 | 954 | 956 | 9.50 9.81 9.85
If coding gain is chosen as the objective function, it is ob-x() — "z DCTO . » .
served that the optimizel, is always very close to its DCT- § i~ 0 NIAWACRWAL )
oriented initial value, i.e., z : % : wx; :
z M2 W12 2
U, ~1I, forevenN . N, ) i ;
Uy ~J, foroddN. 30) Z wa 7\2 7\§}j§ Vol
M-1 M-1 p— - M-1

We can thus fiXU as its initial value to reduce the design com-
plexity. Optimization results show that this does not cause any

significant performance degradation.

Fig. 4. Fast TFLOT with one pre- and one post-processing stage.

An additional benefit of the above simplifications is that gain for signals with AR(1) model and = 0.95. This is also

constant input would only generate nonzero output in the Dfwe when pure post-processing is used.

subband, i.e., the resulting filterbank automatically guaranteesthe coding gain of the optimized>816 orthogonal TDLT in
zero DC leakage, which is another desired property for images] is 9.26 dB, which is very close to the 9.27 dB of the general

compression to avoid checkerboard artifacts [6].
Further approximation can be obtained forhx 2M LP-
PUFB. In this case, botlJy andV; can be fixed as their ini-
tial values. After simple manipulations, the structure can reducPpPUFB with pair-wise mirror image (PMI) property. Some
to the LOT in [2] or the TDLT in [15], depending on Whetherdesign examp|es can be found in [19]
post-processing or pre-processing is used.

D. Design Examples

structure, showing that the TDLT is an elegant fast approxima-
tion of the generall x 2M LPPUFB.
The TFLOT can be generalized to odd-channel LPPUFB and

IV. FAST TFLOT WITH BOTH PRE- AND POST-PROCESSING

Various design results are summarized in Table I, including In this section, we develop some fast TFLOT examples with
results with fixedU,. The results are consistent to those rehoth pre- and post-processing of the DCT. To achieve a better
ported in [4], [9], and [18], showing the validity of the optimiza-tradeoff between the complexity and the performance, we will
tion method. Zero DC leakage and mirror frequency attenuatiatso design filterbanks with both partial-block overlapping and

are guaranteed whdd is fixed according to the DCT-orientedvariable-length filters. Since the DCT is embedded in an inter-
initialization, as can be observed by the frequency response mediate stage, th&/-point DCT is intact in the design.

amples in Fig. 3. Table | shows that the performance degradaWe consider the TFLOT in (16) witlZ, given by (14) and
tion due to the fixedJ is less than 0.01 dB in almost all casesN = 1, i.e., one pre-processing stage of the DCT, since this
Moreover, compared with the DCT, Table | suggests that orsesufficient to get partial-block overlapping. The choldg =
stage of pre-processing yields the most significant performankcé adopted to simplify the structure and guarantee zero DC
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Fig. 5. Fast TFLOT with one pre- and two post-processing stages.

leakage. Further simplifications are also available in differen*©
cases. Some examples are presented below.
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A. Fast TFLOT With One Post-Processing Stage

When there is only one stage of post-processwigcan also
be fixed as the identity with negligible impact on the perfor-
mance. The resulting diagram is depicted in Fig. 4, which is
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an efficient cascade of the TDLT and the LOT. Apart from the To= - \/ \/ LS )
DCT, the simplified structure has twbf//2 x M/2 matrices. B—E/V——’E
It has lower complexity than the GenLOT and GenTDLT with C /\ AN
U _ I TO| - v v - o
o=1 — VAN
Fig. 7(a) reports the optimized solution for thex@4 fast D 2 EEERVAVA E
TFLOT according to Fig. 4. Its coding gain is 9.37 dB—very (T:OE.}/\_ AN o

close to the 9.39 dB and 9.38 dB in Table I, corresponding tc¢ X(39)
the cases with fre®J, and fixedU,, respectively.
This example shows that by distributing the operation intgg. 6. Implementation example of the fast TFLOT in Fig. 5 for finite-length
both pre- and post-processing of the DCT, the TFLOT can offpna!s- (Each line carries two samples.)
more efficient quasioptimal solution than pure pre-processing
or pure post-processing approach. The implementation of this fast TFLOT for finite-length sig-
To further demonstrate the efficiency of the TFLOT imalsisillustrated in Fig. 6. Recall that the implementation of the
boosting the performance of the DCT, consider Fig. 4 withOT requires a boundary processing unit at the DCT stage [2].
M = 8, and imagine that botV, and 'V, have the form of This boundary processing is not needed here since we have two
diag{Vi,I(3)}. In this case, each matrix would reduce to @ost-processing stages. Sta@e(z) is aligned with the DCT;
single Givens rotation [5], which can be implemented througherefore, no boundary processing is needed for it. Stgés)
three lifting steps, requiring three multiplications and thregndG(z) are simply skipped at the boundary. This amounts to
additions. applying symmetric extension befdfg (z) and periodic exten-
The special forms oV, and V, provide small amount of sion beforeG,(z) such that these stages reduce to the identity,
pre- and post-processing to the DCT, leading to a fast TFLQE in [15].
with both partial-block overlapping and variable-length filters. |f the pre-processing stage is removed, the filterbank in Fig. 5
In fact, it is a 4x 20, 4x 12 filterbank, i.e., it has four 20-tap becomes a 4 24, 4x 8 filterbank with three rotations. This
low-frequency basis functions and four 12-tap high-frequenggpresents a simplified version of the fast VLLOT in [17] with
basis functions, as shown in Fig. 7(b). Its optimized coding gajdur rotations. The optimized coding gain for this case is 9.27
is 9.21 dB, which is between the 9.20 dB of the Type-I fast LOB, which is almost identical to the one in [17]. The solution is
(LOT-I) and the 9.22 dB of the Type-Il fast LOT (LOT-II) in shown in Fig. 7(c).

[2]. When all four rotations are used, the optimized result has a
_ ) coding gain of 9.33 dB. The corresponding frequency and im-
B. Fast TFLOT With Two Post-Processing Stages pulse responses are given in Fig. 7(d). This solution is quite

When multiple post-processing stages of the DCT are preese to the & 24 fast TFLOT in Fig. 4 but has lower com-
sentedV; in Fig. 1 cannot be ignored. To reduce the complexitylexity.
of the transform, consider the fast TFLOT given in Fig. 5, which Four variable-length GenLOT examples were proposed in
has one pre-processing stage and two post-processing staldé3, requiring four or five stages of post-processing of the DCT,
All effective V,;’s are taken as 2 2 matrices, and thus, thei.e., the filter length is up to 48. The number of rotation angles
TFLOT in Fig. 5 is a 4x 28, 4x 12 filterbank. Note that an ad- in them ranges from 6 to 11, and their coding gains are 9.157,
vance unit is introduced to each shorter filter such that all filteBs287, 9.326, and 9.471 dB, respectively. Compared with them,
have the same center of symmetry, which is desired in imathee TFLOT examples corresponding to Fig. 5 are more cost-ef-
compression [17], [20]. fective, due to the combination of pre- and post-processing.
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Fig. 7. Frequency and impulse responses of fast TFLOT examplesx(a{8'FLOT (12 rotations, 9.37 dB). (b)»4 20, 4x 12 TFLOT (two rotations, 9.21 dB).
(c) 4x 24, 4x 8 TFLOT (three rotations, 9.27 dB). (d)»428, 4x 12, 4x 122 TFLOT (four rotations, 9.33 dB).

TABLE I
CODING RESULTS OFDIFFERENT TRANSFORMS(PSNRIN DECIBELS)

TFLOT TFLOT
Comp. | SPIHT LOT-I | 8x24 4x28 4x24 || Comp. | SPIHT LOTI | 8x24 4x28 4x24
Ratio | 9/7 WL 4x12 4x8 Ratio | 9/7 WL 4x12 4x8
Barbara (512 x 512) Boat (512 x 512)

8:1 36.41 3722 | 3772 3741 3691 8:1 [ 39.11 39.12 | 3942 3942 39.18
16:1 | 3140 3252 | 3288 3249 3207 16:1 | 34.46 3449 | 3477 3475 3452
32:1 | 27.58 28.71 | 28.95 2849 28.22 32:1 | 3097 3086 | 31.09 31.05 30.89
64: 1 2486  25.66 | 25.89 . 2557 2542 64:1 | 2816 28.04 | 2822 28.19 28.09

100:1 | 2376 2432 | 24.60 2437 2426 || 100:1 | 26.66 2637 | 2656 26.50 26.43
128:1 | 2335 2336 | 23.66 23.64 2357 128 : 1 26.11 25.69 | 25.86 25.80 25.78
Lena (512 x 512) Goldhill (512 x 512)

8:1 | 4041 40.02 | 4030 4030 40.12 8:1 | 36.55 36.56 | 36.69 36.65 36.50
16:1 | 3721 36.69 | 37.08 37.02 36.77 16:1 | 33.13 33.12 | 3328 33.21 33.08
32:1 | 34.11 3349 | 3390 33.80 33.57 32:1| 3056 30.52 | 30.68 30.62 30.55
64:1 | 31.10 3043 | 3079 3069 30.55 64:1 | 2848 2834 | 28,50 28.47 2844

100:1 | 2935 2859 | 2894 28.89  28.81 100:1 | 2738 27.08 | 27.26 27.25 2721
128 : 1 2838 27.60 | 2799 2795 27.89 128:1 | 2673 26.46 | 26.64 26.63 26.60

C. Applications in Image Compression images. Besides the wavelet transform and the LOT-I, three fast

In this section, we demonstrate the performance of varioli§ -OT examples in Fig. 7(a), (c), and (d) are evaluated.
fast TFLOTS in image compression applications. The popular't is well known that the images Lena and_Barbara represent
9/7-tap biorthogonal wavelet and the LOT-I are used as bendW© extremes. The former is a very smooth image that is most
marks. The set partitioning in hierarchical trees (SPIHT) alg§itable for wavelets, due to its long low-frequency basis func-
rithm [21] is used to encode coefficients produced by all tranon- On the other hand, the image Barbara has rich texture in-
forms. formation, requiring fine high-frequency resolution to capture.
The LOT-I and TELOT transform coefficients are rearrange'ﬁs a result, lapped transforms can easily outperform wavelets.
in analogy to the wavelet representation [17], [22], [23]. Fur- Besides these special cases, Table Il also reveals the following
ther wavelet decomposition is employed to decorrelate the DRformation:
subband of the LOT-I/TFLOT coefficients. This ensures that the 1) The 8x 24 TFLOT outperforms the wavelet transform in
SPIHT coding algorithm has the same tree depth in all cases. general. It also achieves an enhancement of more than 0.3
The objective coding results (PSNR in decibels) are tabulated  dB over the LOT-1 in most cases, at the price of increased
in Table Il for four popular 51% 512, eight-bit gray-scale test complexity.
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2) The fast 4x 28, 4x 12 TFLOT is superior to the LOT-I,

3) The performance of the fastd28, 4x 12 TFLOT is very

4) Thefast4x 28, 4x 12 TFLOT consistently surpasses the

Clearly, the 4x 28, 4x 12 TFLOT provides a satisfactory
tradeoff between the complexity and the performance, thanks
to the fusion of pre- and post-processing of the DCT.

We present a general structure of LPPUFB with both pre-
and post-processing modules added to the DCT. The propos?z%]
structure is more flexible than the existing DCT-based trans-
forms like LOT, GenLOT, and the TDLT because LPPUFB with
both partial-block overlapping and variable-length filters can bd?1l
easily designed without having to modify thé-point DCT. A
DCT-oriented initialization method is developed such that thg22]
optimization always starts from the DCT. It also helps to de- 23]
termine the sign parameters in modeling orthogonal matriceé.
Some high-performance and low-complexity DCT-based LP-

except for three cases in Barbara. It can obtain an average
improvement of 0.3 dB for Lena and Boat and 0.1 dB for

(13]
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similar to the 8x 24 TFLOT. It also has better overall
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performance than the wavelet transform.

4% 24,4x 8 TFLOT (up to 0.5 dB), although only a min- [16]

imal pre-processing unit is introduced.
[17]
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V. CONCLUSION
[19]

PUFBs are developed, and their performance is demonstrated
by image compression examples. The structure can be easily
generalized to cover a large class of linear-phase perfect recon-
struction filterbank by replacing each orthogonal matrix with an
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