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Linear-Phase Perfect Reconstruction Filter
Bank: Lattice Structure, Design, and Application
In Image Coding

Trac D. Tran, Ricardo L. de Queirp8enior Member, IEEEand Truong Q. NguyerSenior Member, IEEE

Abstract—A lattice structure for an M-channel linear-phase sampling rate. The resulting subband signals can be coded, pro-
perfect reconstruction filter bank (LPPRFB) based on the sin- cessed, and/or transmitted independently or jointly. At the syn-
gular value decomposition (SVD) is introduced. The lattice can thesis stage, the subbands are combined by a set of upsamplers

be proven to use a minimal number of delay elements and to e .
completely span a large class of LPPRFB's: All analysis and and M synthesis filtersF;(z) to form the reconstructed signal

synthesis filters have the same FIR length, sharing the same #[n]. Assuming that there is no information loss at the pro-
center of symmetry. The lattice also structurally enforces both cessing stage, filter banks that yield the outpjui] as a purely
linear-phase and perfect reconstruction properties, is capable of delayed version of the inputn], i.e., 2[n] = z[n — ne|, are
providing fast and efficient implementation, and avoids the costly called perfect reconstruction (PR) filter banks. The PR property

matrix inversion problem in the optimization process. From a . highly desirable si it id loss| . | ¢
block transform perspective, the new lattice can be viewed as rep- IS highly aesirable since It provides a lossiess signal representa-

resenting a family of generalized lapped biorthogonal transform  tion, and it simplifies the error analysis significantly.

(GLBT) with an arbitrary number of channels M and arbitrarily In numerous applications, especially image processing, it is
large overlap. The relaxation of the orthogonal constraint allows also crucial that all analysis and synthesis filters have linear
the GLBT to have significantly different analysis and synthesis phase (LP). Besides the elimination of the phase distortion, LP

basis functions, which can then be tailored appropriately to fit ¢ i i imol tri tensi thods t
a particular application. Several design examples are presented Systems allow us {o use simple symmetric extension methods 1o

a|ong with a high_performance GLBT-based progressive image aCCUrately handle the boundaries of ﬁnite'length Signals. Fur-

coder to demonstrate the potential of the new transforms. thermore, the LP property can be exploited, leading to faster and
more efficient FB implementation. From this point on, all of the
|. INTRODUCTION FB in discussion are LP perfect reconstruction filter bank (LP-

. ) PRFB). For various other practical purposes, only causal, FIR,
T HtEREb HCS IE;?” a t(;emel?.dotus grc:wth n ttme fl'ektj f nd real-coefficient systems are under consideration.
ilter banks (FBs) and multirate systems in the las The M-channel filter bank in Fig. 1(a) can also be repre-

years. T_hese systems prqvide new and e_ffective Wways 10 TeRiieq in terms of its polyphase matrices as shown in Fig. 1(b),
resent signals for processing, understanding, and compres reE(z) is the analysis bank's polyphase matrix, aR¢t)

purposes. Filter banks find applications in virtually every sign the s . , :

; . ; ) ynthesis bank’s polyphase matrix. Note that doth
processing field [1]_.[3]' Opwously, of extreme lmportanc;%ndR(z) areM x M matrices whose elements are polynor)nials
Is the ab'“t.y to design a filter banl_< that can fully _eXpIO'ﬁn z [1]. Now, if E(z) is invertible with minimum-phase deter-
the properties and nature of a particular class of signals Rinant (stable inverse), we can obtain PR by simply choosing

applications. — ! In oth d hoice d? dE
In this paper, we consider the discrete-time maximally decfig)satisﬁes@). n other words, any choice d¥(z) andE(z)
)

matedA{ -channel uniform filter bank as depicted in Fig. 1(a).

At the analysis stage, the input signdh] is passed through a

bank of M analysis filterst; (=), each of which preserves a fre- R(z)E(z) = 271, >0 1)

guency band of uniform bandwidity M . These) filtered sig-

nals are then decimated By to preserve the system’s overallyields PR. Since we are only interested in FIR FB, the determi-
nants of both polyphase matrices need to be monomials [1] as
well:
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Fig. 1. M-channel uniform-band maximally decimated filter bank. (a) Conventional representation. (b) Polyphase representation.

may not be paraunitary but (1) still holds, the FB is said to bmpulse responses of the analysis filté¢§:]. The resultingy/

biorthogonal subbandsX;[n] can then be quantized, coded, and transmitted
to the decoder, where the inverse transform is performed to re-
A. Previous Works construct the original signal[n]. The LT provides an elegant

socl1uti0n to the elimination of annoying blocking artifacts in tra-

There have been numerous works on the theory, design, Hifonal block-transform image coders at a reasonable cost—in

implementation of FIR LPPRFB [1]-{3]. Most deals with two_both system memory requirement and transform speed. The LT

channel biorthogonal systems [8]-{10] for which all SOIUtIOIqsutperforms the popular nonoverlapped discrete cosine trans-

hgve been found. A Type' A system has gven—length'fllters W'ggrm (DCT) [20] on two counts: i) From the analysis viewpoint,
different symmetry polarity (where one is symmetric and thI

other antisymmetric). A Type B system has odd-length fiIterE takes into account interblock correlation, hence, providing

with the same symmetry polarity (both symmetric) [11]. On thbetter energy _compacnon, and ii) fr_om the synthesis viewpoint,
other hand, there are still many open problemsdrchannel Ifs basis functions decay asymptotically to zero at the ends, re-

cases. First of all, whed/ > 2, there is no simple Spectralducmg blocking discontinuities drastically. The original LOT

S ; . and its generalized version are LPPUFB’s and, as a result, have

factorization method that has worked well in practice for twa-, ~ . . . .

) identical analysis and synthesis banks [1], [19]. The relaxation

channel FB design [2]. We have to rely on other approache o i

) N : of the orthogonal constraint gives the new class of LT's much

such as lattice structure parameterization [4]—[7], time-domain P : o . o

L . . ore flexibility, especially in image coding application. In the
optimization [12]-[14], and cosine modulation [15]. The mos . .

. . . analysis bank, a lot of emphasis can be placed on energy com-

attractive amongst these is the lattice structure approach base

on the factorization of the polyphase matrideé:) andR(z). paction, whereas in the synthesis bank, the smoothness property

The lattice structure offers fast implementation with a miniméﬂfthe filters can be concentrated ontoimprove the visual quality

number of delay elements, retains both LP and PR propertloefsthe reconstructed images.

regardless of lattice coefficient quantization, and, if it is general .
enough, covers a complete class of FB with certain desired prép- ©utline
erties. Complete and minimal two-channel LP PR lattice struc- The outline of the paper is as follows. Taking a step toward
tures have been reported in [8}/-channel lattices have beenunifying the field of A -channel LPPRFB design, we first in-
found for the more restricted paraunitary case [4], resulting froduce in Section Il a general and unique structure that prop-
the generalized lapped orthogonal transform (GenLOT) [5], [Glgates the LP and PR properties. Section Il discusses the par-
No general lattice has been reported for the biorthogonal caseular solution for the even-channel case where the resulting
Only several particular solutions were proposed thus far. Chiattice is proven to be complete and minimal. In the LT lan-
replaced some orthogonal matrices in [5] by cascades of invegtiage, the structure can be interpreted as a robust and efficient
ible block diagonal matrices [16]. Malvar suggested the lappetaracterization of the generalized lapped biorthogonal trans-
biorthogonal transform (LBT) by introducing #2 scaling of form (GLBT). The odd-channel solution is presented in Section
the first antisymmetric basis function of the DCT, which servd¥. Next, Section V introduces the novel parameterization of
as the initial block of the original LOT structure [17], [18]. Al-invertible coefficient matrices by the singular value decompo-
though this elegant solution leads to fast-computable transforsion (SVD) that allows robust characterization of biorthogo-
that are highly desirable in practice, it is certainly not the gemality and avoids the costly matrix inversion in the optimization
eral solution. This paper is indeed a direct inspirational prodystocess. In Section VI, several design examples based on un-
of Malvar’s work in [18]. constrained nonlinear optimization of the lattice coefficients are
As previously mentioned, ak/-channel LPPRFB can be im- presented along with an image coding example illustrating the
plemented as a lapped transform (LT), as demonstrated in Fignév LT family’s potential. The GLBT-based embedded coder
[19]. In the one-dimensional (1-D) direct implementation, theonsistently outperforms the wavelet-based SPIHT coder [21]
input signal can be blocked into sequences of ledgth KA/ by a large margin. The improvement in PSNR can be up to an
and overlapped by (K — 1) samples with adjacent sequencesstounding 2.6 dB. Finally, Section VII draws up the final con-
The M columns of the transform coefficient mata hold the clusions.
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C. Notation @)

Notation-wise, vectors are denoted by boldfaced lowercase I
characters, whereas matrices are denoted by boldfaced upper- ;!
case characters. If their sizes are not clear from context, sub- .
scripts are providedd”, A7, tr(A), |A|, andp(A) denote, re-

spectively, the transpose, the inverse, the trace, the determinant, . ) y # /!

and the rank of the matrid. If A(z) has an inverse and its de-
terminant is a pure delay as defined in (&),z) is called FIR

N \\ l' N
L-component M-component L-component

invertible or having FIR inverses. The symbdign]|, H;(z), vector vector vector
andH,(e/*) stand for theth filter's impulse response, its asso- (@)
ciatedz-transform, and its Fourier transform, respectively, Se' L
eral special matrices have reserved symbols: X, IM X,
I identity matr|>§; L Ny — x
J  reversal matrix; 2 2
0  null matrix ™l
D diagonal matrix whose entry is-1 when the cor- X, =PTxP
responding filter is symmetric and-1 when the ) ) )
spatial domain transform domain

corresponding filter is antisymmetric.
M andL are reserved for the number of channels and the filter (b)
Iength. For abbreviations, we use LP, PR, PU, LT, and FB kip. 2. _Mjchannel LPPRFB as an LT. (a) Direct implementation in 1-D. (b)
denotdinear phase, perfect reconstruction, paraunitary, lappelj'straton in 2-D.
transform,andfilter bank The terms LPPRFB and GLBT are

used interchangeably. TABLE |
POSSIBLE SOLUTIONS FOR M -CHANNEL

LPPRFBWITH FILTER LENGTHSLi = KZ-JM =+ /3
Il. GENERAL LP-PROPAGATING STRUCTURE

A. Problem Formulation Case Symmetry Polarity Condition | Length Condition | Sum of Lengths

Throughout this paper, the class bf-channel FB's under
investigation possesses all of the following characteristics. M even, 8 even Yseda ¥ K; even 2mM
i) The FB has perfect reconstruction as in (1).

ii) Allfilters (both analysis and synthesis) are FIR @asin (2] M even, odd | (¥+1)8& (¥ -1)A ¥ K; odd 2mM

i) All filters have the same lengtlh = KM, whereK is a
positive integer, i.e F/(~) andR(>) have the same order. s odd, 8 even (M) 5 & (M=1) A ¥ K; odd @m+1)M

iv) All analysis and synthesis filters have real coefficient
andLP, i.e., they are either symmethig.] = A[L—1-n] 5/ .44, 5odd (ML) § g (M1 A S K; even @m+ )M

or antisymmetrici[n] = —h[L — 1 — n].

For this class of LPPRFB, the problem of permissible condi-
tions on the filter length and symmetry polarity has been solved
in [6], [22], and [23]. Their fundamental results are summarized M
in Table I. These necessary conditions for LPPR systems are ex- 71 Hp, H
tremely helpful in restricting the search space of possible solu- M ]
tions, and they also play a key role in the development of general 7! F@z) G@)
lattice structures presented in the next sections.

HEgp Hgy

[ ]

[ ]

®
Hemi He

r—...

B. General Structure Im

E@)

The essential concept of the lattice structure can be best illus-
trated in Fig. 3. Suppose we are given a set of fil{gi- ;(z) }
with the associated polyphase matfiXz) satisfying a certain
set of desired properties. We would like to design a low-ordered . )
structureG(z) to translate{ Hr ; (=)} into another set of filters With the associated ord¢# — 1) polyphase maimF (). De-
{Hg, i(2)} of higher order represented by the new polyphadi@e the ordertK’+ N —1) polyphase matriks(z) = G(z) F/(z),
matrix E(z) = G(z)F(z) in such a way thaf{ Hp ;(2)} still where the propfj:l\gating structure is the all-26¢@) of order .V,
possesses the same set of desired propertief as(z)}. The i.e., G(z) = >2;_, Aiz~". Then,E(z) has LP and PR if and
following theorem introduces a general structure €¢z), only if
where the propagating properties are chosen to be LP and PR.1) G(z) is FIR invertible;

Theorem I: Suppose that there exists afichannel FIRLP-  2) G(z) takes the fornG(z) = >~ Y DG(»~1)D;
PRFB with all analysis and synthesis filters of length- K M 3) A, = DAN_;D.

Fig. 3. Stage of the lattice structure.
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Proof: First, E(») = G(2)F(z); hence,|E(z)] = isodd.The minimum lengthincrementin this case has &ilde
|G(2)||F(2)|, andE~*(z) = F'(2)G *(2). SinceF(z) is and the simplest possible structure must have order of at least 2.
FIR invertible, it is clear thas ' (z) exists and is FIR if and Sections Il and IV discuss in details more specific cases with
only if G(z) is FIR invertible. Next,F'(z) represents a LPFB; order-1 and order-2 LP-propagating structures, respectively.
therefore F'(z) and its associated synthesis polyphase matrix
R(~) satisfy the LP property [4], [6]

Il. L ATTICE STRUCTURE FOREVEN-CHANNEL LPPRFB

F(z) =" =YDF (') J (analysis) (4)  Let us assume further thaf is even. In this case, possible
R(z) =2~ F-YJR (Z—l) D (synthesis) (5) solutions must havéZ//2 symmetric andi//2 antisymmetric
filters, as indicated in Table I. Furthermore, we know that LP-
where D is the diagonal matrix with entries beirgl or —1, PRFB exists for every integét > 1[4]-[6], i.e., these FB can
depending on the corresponding filter being symmetric or ahe factored by order-1 structure ;Mf = 1in (7), A1 = DAyD.
tisymmetric. For clarity of presentation and without any losEhen,G(z) takes the general form 6(z) = Ag+2"*DAoD.
of generality, all symmetric filters are permuted to be on top, Fact: G(z) is not FIR invertible ifAy has full rank.
ie., D = [IOS _‘}4], where S stands for the number of sym- Suppose that?(z) is FIR invertible, and without loss of gen-
metric filters, andA stands for the number of antisymmetricerality, letG—'(z) = By 4+ zDB,D (keep in mind that the
filters. S and A have to satisfy the necessary constraints synthesis filters have LP as well). SinGe ! (2)G(z) = I, eval-
Table 1S = A = M/2if M iseven;S = (M +1)/2and uating the equation with like powers ofyields
A= (M-1)/2if M is odd. _
Similarly, the LP property of(~) is equivalent to Bodo +DBoAoD =1

AoBo+ DAoByD =1 (8)
E(z) = z_(l""']\‘_l)DE (z71) J and
= E(2)=2"E+N-UDG"YHYF (1) J B-DA-—0
< E(2)=2""DG () P (=71 J AODBO —0 )
. . 0 0o="L.
= Blz)=2"DG (271) Dz 0Dk (271) ! If Ag is full rank, B, = 0, and (8) becomes inconsistent. [
=2"VDG (» ') DF(2) 0 O ‘
= B(z) =~# - A Moreover, according to Sylvester’s rank theorem [24], we can

easily prove thap(Ap) + p(Bg) < M from (9). Our interest is

in the most general solution, and there should be no bias on a
G(z) = 2VDG (=4 D. (6) particular bank. Hence, we propose the following solution with
p(Ao) = p(Bo) < M/2:

Thus, forE(z) to have LP, it is necessary and sufficient that

Now, substituting7(») = E?;O A;~~" into the right-hand side U U
of (6) yields Ao =3 {V V} (10)
N N . wherelJ andV are arbitraryl/ /2 x M /2 matrices. We will later
G(z)= =" D Z Aiz" | D prove that the choice ofl, in (10) is indeed the most general
N =0 solution (sed,emma lin the Appendix). NowG(z) = Ag +
: o o1 _ |
_ D <Z Aﬂ,_,\> D 2z~ *DAgD can be factorized as follows
1=0

U+z'U U—-zU
-1
Glz) =3 [V—z‘lV V—|—z‘1V}

N
:D<ZAN_7;2_”>D (U o)1 I|[I o |[I I
Ni=0 “200 V||I —I||0 z'||I -I
= Z (DAN_Z‘D)Z_i
1=0
= Ai = DAn-—iD. ) Allofthe delays are now contained i(z), wheread¥ re-
In other words, the specific form @(z) in (6) imposes inter- §emblgs the famous “butterfly” m.atrix in the.FFT i_mplgmenta-
esting symmetric constraints on the matrigks o tion. Smch andA(z)_ are paraunltarﬁ(z) is invertible if and
Theorem | already presents a strong result. It states that Y if ® isinvertible, i.e.U andV are invertible. A cascade of
building block G(z) with the three aforementioned propertie§ — 1) blocksG; = (1/2)®;W A(z)W and a zero-order ini-
has a unique structure with respect to the propagation of [ip! block Eo generates the polyphase matrix of an even-channel
and PR—there exists no other solution. In addition, note that thEPRFB with filter lengthL = K'M:
orderN of G(z) is purposely chosen to be arbitrary so thatit can E(2) =G G G (NG (DE
cover all classes of FB that may be unfactorizable with order-1 (=) 1;1—1(2“) K-2(2) 2(#)Gu(x) Eo
structures. For example, according to Table I, an de-channel H Gi(2)E,. (12)
even-length LPPR system does not exist. Hence, it is not pos-
sible to construct a lattice with order-1 building blocks whién

S LIWA()W. (11)

1
2

i=K—1
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The starting blockE, has no delay element, represents ai W AW ”2*1\1"
LPPRFB of length\/, and was often chosen to be the DCT [5],° AN ST B S
[16], [17]. The most generdt, that satisfies (4) has the form 2 4 \XX; 2 1 = oo ] e
: E, XX XX o Gy [ 0ka e
/XX 1! L ees —| e
B =L | Uo UdJ s ANER/ASN TN Bt I e
072 [ Vod -V, i N a7 N DO 3
1 [Uuy o)1 J 13) G®
“2 L0 Vol|J -1 @
. . ) A+  —WorAyre—W—
For E, to have PRI/, andV o again have to be invertible. The | Ly ene ] 1 ! 0
polyphase matrix of the corresponding causal synthesis banl: — = eee U'H2 ; Z ; 2
then e IR nhudue RSN Ve NXXY 1 S\XXY - "
P %i IR E 12 W/XX\ /)O(\M ) 1
j— J— - — — —_ — 3 —- 3 > ses =¥ -1 12 3
R(z) =z " VEFGH(2)G (2) - Gy (2GR (2) G B M m //\§ /\SE'L :
K-1 . i
1l
=E;' [[ 26 (2. (14) 2 G@
=1 (b)

The complgte lattice for b'Oth analysis and synthesis bank'(:fb .Szl)/'ntr?ei?segﬂrllakt.“ce structure for even-channel LPPRFB. (a) Analysis bank.
depicted in Fig. 4. Results in (11)—(14) should not come as a
surprise. The factorization is very similar to the GenLOT’s lat-
tice structure [5] in the more restrictive case of paraunitary FBM (K — 1))/2, leading to the conclusion that the factorization
In that case, the authors obtained PU systems by enforcing isrminimal. O
thogonality on®;. Now, we have to show that the proposed fac-
toriza_tion does cover all possi_ble solutions in the problem fc_)r- IV. LATTICE STRUCTURE FORODD-CHANNEL LPPRFB
mulation of Section Il by proving the converse of the result in
(12). SupposéV! is now odd. As previously mentioned in Section
Theorem II: The analysis polyphase matrid(z) of _II, the minimum order of the propagating _structlﬁéz) is 2,
any even-channel FIR LPPRFB with all analysis and syh€-G(z) = Ao + A1z + Axz 2. According to Theorem |,
thesis filters of lengti. = KM can always be factored asthe following relationships must hold:
E(z) = H;‘,L:K—l G, (z)Eq, whereG,(z) is as in (11), and¥g
is as in (13). The corresponding synthesis polyphase matrix is Az =DAD (15)
R(z) = E; [t 2 1@ (2). Ay =DA,D (16)
The proof of Theorem I, where the LP and length constraint ) )
on the filters play a crucial role, is presented in the Appendi¥/Nere we are is reminded that

We can now proceed Withput _any_loss of _cont_in_uity. _ D I(vi))2 0
Theorem IlI: The factorization in (12) is minimal, i.e., the = 0 —I(aro1y)2
resulting lattice structure employs the fewest number of delays
in its implementation. We expect the factorization to be quite similar to the

Proof: A structure is said to be minimal if the number ofeven-channel case’s. The main difference is that the system
delays used is equal to the degree of the transfer function. Few has one more symmetric filter. Therefore, consider the
the class of systems in consideration, it can be easily proven [#&§torization in

that U w 0][I+z1 0 I-z'1
i i Gzx)=Llu uw O 0 2 0
E(z)) = E(z)]). 2
deg(E(2)) = deg(|E(2)]) ¢ Y vl o 1o
Using the symmetry property of the polyphase matrix in (4), we Q q O|[I+z'1 o I-2'1
have xilg q O 0 221 0
0 0 R||I-z'T 0 I+z'
deg(E(2)) = des(|B(2))) (17)
=deg (" E"YVD|E (>7Y)] |]) .
s (7 1D | (= )| | |) where matriced/, V, Q, R, andl have size((M — 1)/2) x
Therefore ((M — 1)/2); u; andg, are of size((M — 1)/2) x 1; wp and
g, are of sizel x (M — 1)/2); uo andqg are scalars.
deg(E(2)) = M(K — 1) — deg(E(z)) This particular choice of#( z) results in (18)—(20), shown at

the bottom of the page. For (15) and (16) to hold simultaneously,
which leads tadeg(E(2)) = (M (K — 1))/2. In our factor- the general solution is to set baghandg, to 0. (Another solu-
ization, there aré K — 1) building blocksG;(z), where each tion is to choosey, , u;, andu, to be0. However, annihilating
employsM /2 delays. Thus, the total number of delays in use i, anduo also automatically eliminateg, from the set of free
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@, ‘—WU—“A(IZ)"‘—WO—’ P, <_w0_>¢Aé)Z)-_wo_. P,
A 12 172 | o eee ] |
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parameters.) Witly,
takes the form

Fig. 5. Lattice structure for odd-channel LPPRFB.

U w O|[I+zT 0 I-21
G(z)=1|uz u O 0 2 0
0 0 V||I-»1' 0 I+z'1
Q 0 O][I+2'1 0 I-:27'1
x |0 g O 0 2271 0
0 0 R||[I-~ 0 I+z'
(21)
The two matrices containing delay elemetits can be factored
further as
I+ 0 I—-x1
0 2 0
I—2"'1 0 I+z"'1
I 0 I I 0 0 I o I
= 01 o 0 vV2 0
0 V2 0 -1
0 0 1 —
I o _JI z I o0 1
SW,Ao(2)W, (22)
and
I+ 0 I—2>"1
0 2771 0
I—211 0 I+ 27
ro I I 0 0 I 0 1
= 0 z7t 0 0 V2 o0
0 V2 o0 3
0 O 2 | _
I 0 -JI z I 0 1
EW, AL ()W, (23)

= ¢% = 0, the simplified factorization requires[i’; ’;;] , V, @, andR to be invertible, whereag, is a

nonzero scalar. Higher order systems can be constructed by cas-
cading moreG (=) stages:

K odd
(24)

and the corresponding synthesis polyphase matrix is given by

E(Z) = GK,Q(Z)GK,

4(2) -+ Gs(2)G1(2)Eo,

R(z) = = " VEFGI ()G (2) - Gty (1G5 (7).

(25)

Again, the starting bloclE of the cascade does not contain
any delay; it represents the simplest LPPRFB with all filters of
length M. The general solution faE, is

Uy upvV2 UoJ
Eo=| up uwnV2 upd
—Vod 0 Vo
1 Uy upy O I 0 J
_ﬁ o2 U0 0 0 \/i 0 (26)
0 0 Vo -J 0 I

where["’og "01] andV, need to be invertible. For fast-com-
putable transformEo can be chosen as thd x A DCT coef-
ficient matrix.

The full lattice structure for the analysis bank is depicted
in Fig. 5. The synthesis bank can be obtained by reversing
the signal flow. In contrast to the even-channel case, the
odd-channel lattice in Fig. 5 is not complete; it is still minimal,
however.

In both (22) and (23), all factors have trivial orthogonal in- Theorem IV: The factorization in (24) is minimal in terms of

verses. Hence, further enforcement

of the PR propert§#@r)

the number of delay elements used in the FB’s implementation.

UQ+ 2u19,+UR 0
Q) + 2uogy +usR 0
VQ+VR 0
20Q + 2u19, — 2UR
2u,Q + 2upqy — 2u2 R

0
UQ+UR 2Uq,
2 Q + w2l 2urq
| _VQ-VR —2vq,

UQ + 2u19, + UR

u2Q + 2uogy +u2R (18)
VQ+ VR
2U¢q; +4uiqo —2u1q,
2u2q, + 4uoqo —2uoq, (19)
2Vq, 2VR —2VQ
-UQ-UR
—u2Q) —us R (20)
VQ+VR
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Proof: This result comes straight from the proof of Theas high coding gain and low stopband attenuation. From a prac-
orem lll. The degree aE/(z) is (M (K —1))/2 for both odd and tical perspective, the lattice provides a fast, efficient, modular,
evend. In our odd-channel solutiot is always odd; there are and robust structure suitable for hardware implementation.

(K —1)/2"“double” building block€7; (=), where each employs  The difficulty in the biorthogonal case is obvious: How do
M delays Ag(z) has(M —1)/2, whereas\;(z) has(M +1)/2 we completely characterize a nonsingular square mé&fyinf
delays]. Therefore, the total number of delays employed in teze N? One naive solution is to choogg’s elements as the
implementation isM (K — 1))/2. O lattice coefficients. However, there are many problems with this

There are a couple of interesting side notes on the latticesalution. First of all, it is difficult to guarantee exact reconstruc-
Fig. 5. First, to construct odd-channel LPPUFB (odd-channtbn when the matrix elements are quantized. Second, this “pa-
GenLOT), we simply have to choose all free-parameter meameterization” method does not provide a fast and efficient FB
trices [1’2 ";] V., Q,, R;, andg; in the propagating stagesimplementation. Furthermore, in order to obtain a high-perfor-
G,(z) and the starting blocl, to be orthogonal. This choice mance FB, we have to synthesize the lattice by an optimization
turns out to be an alternate, but equivalent, form of the factgrocess to find the set of locally optimal lattice coefficients. This
ization presented earlier in [26]. Second, the curious will inprocess typically involves thousands of iterative steps; therfore,
mediately ponder the following: What happens at the middle ofe have to face the costly matrix inversion problem. Finally,
the “double” structure? Let us consider the simplest case whéi@v can we prevent the optimization process from encountering
only half of stageZ(») is involved, i.e., singular or near-singular matrices?

To solve the aforementioned problems, we propose a param-
eterization method of invertible matrices by their singular value

-1 -1
E(z) = Cg ; 8 I +g I 220_1 I _3 I decompositions (S\(D’s). Recall that every invertible matrix has
o o RI||lr—.1r 0 I+ an SVD represeptatldm = _UioI‘i_Uﬂ,WhereUm ar_1dU7;1 are
orthogonal matrices, arlf; is a diagonal matrix with positive
Up uov2 UgJ elements [27]. Thud/; of size N can be completely character-
woz  UooV2 uoed | - (27) ized by N(IV — 1) rotation angle®; (from U, U;;) and N /2
Vol 0 Vo diagonal multipliersy; (from I';), as illustrated in Fig. 7. In-

The FB’ di Hicient matrix (t d vertibility is guaranteed structurally under a mild condition—as
e s corresponding coefficient matrix (transposed) | ng as none of the diagonal lattice coefficieatgepresenting

then as in (27a), shown at the bottom of the page. Interestin is quantized to zero. Moreover, invertib is now very fast,

g]etEB still has"I;:? becf.lllljie evig ;th(.)rd'.n (t27) |1s_h|nver':|blgnd singularity can be prevented by a simple cost function in
urthermore, aff Titers stifl have indicates. The only y,q optimization process, where a penalty is assigned whenever

trouble comes from the symmet.nc filter in the m|dQIe, .Wh'CI%\ diagonal coefficient (or its inverse) ventures too close to zero.
turns out to have only/ taps. This type of system with filters In the even-channel case, under the SVD parameterization
of unequal lengths is outside the class of FB in consideratign can be further factorized ,as '

and is beyond the scope of this paper.

@‘_[Uio 0 Hr 0 } {Uﬂ 0 } (28)
V. PARAMETERIZATION OF INVERTIBLE MATRICES ’ 0 Vio||l0 A4 0 Val’

Up until this point, we are still evasive on how to parameterize Again, theA /2 x M /2 orthogonal matrice¥ o, U;1, Vo,
invertible matrices. In the paraunitary case, each of¥he N andV;; are parameterized bj\/ (M — 2))/8 rotations each.
orthogonal matriceé/;, V,; containing the free parameters isThe diagonal matriceB; andA; are characterized b/ /2 pos-
completely characterized B (N —1))/2 Givens rotations [5], itive parameters each. The detailed even-channel lattice struc-
as shown in Fig. 6 (drawn faN = 4). The parameterization of ture is shown in Fig. 8 (drawn fal/ = 8). Each of theK cas-
the FB into rotation angles (which are called lattice coefficientspding blocks in the lattice (includiny) hasM? /2 degrees of
structurally enforces the LP and PR properties, i.e., in the lattifreedom. Thus, the most genefdlchannel LPPRFB with filter
representation, both LP and PR properties are retained regaedgth. = KM (i.e., M x L GLBT) can be parameterized by
less of coefficient quantization. From a design perspective, thelM?2 /2 = LM /2 parameters, as expected from the most gen-
lattice structure is a powerful FB design tool since the latticeral LP systems. The classical tradeoff between the FB’s com-
coefficients can be varied independently and arbitrarily withoptexity and performance can be elegantly carried out by setting
affecting the most desirable FB characteristics. Unconstraingaime of the diagonal multipliers to 1 or some of the rotation an-
optimization can be applied to obtain secondary features sugibs to 0.

QUoy—QVod Quor QUoJ+QVy QUo+QVoeJ Quyy QUJ - QV,
P = 0 0 0 qouo2 qoto Qo2 (27a)
RUO - RV()J R’U,o1 RU()J + RVO —RUO - RVOJ —R’U,o1 —RU()J + RVO
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] — X N/ \7 cQs@ yvell-known_desired properties in yielding the best reconstructed
U =6 X _N\\/TX sin@ image quality [2], [29]
e B 92>§ & {)\/ e\ c530. e Coverall = @1 Ceodinggain + @2Cpc + a3Cmirror
P + 04 Clanalysis stopband + ¢5Csynthesis stopband.-
Fig. 6. Parameterization of orthogonal matrix. (29)

| | Among these criteria, higher coding gain correlates most
— — X V  \f & X V. \/ consistently with higher objective performance (PSNR). Trans-
— Ui =6 X ANV A @2 0.4 /AN A forms with higher coding gain compact more energy into a
— - 92>§ i {)\/e\ 23 YEIAVAY fewer number of coefficients, and the more significant bits of
3 576 ¢ O 0,6, those coefficients always get transmitted first in the progressive
transmission framework employed in the later section. All
design examples in this paper are obtained with a version of the
generalized coding gain formula in [30]

Fig. 7. Parameterization of invertible matrix.

Itis also very easy to verify that all previously reported even- o2
channel LPPRFB'’s rotation-based lattice structures are special Ceoding gain = 10 logq £ i (30)
cases of the new lattice. For examples, the GLT design example M1 ) )
in [16] hasM = 8, K = 2, Uy, andVyy from the DCT; kl_[O az:|Ifill

Ug = Vo =Ty = Ay = I, U; andV; parameterized as a
cascade of block diagonal matrices. The LBT in [18] Mas= Whe2re ) i i
8, K = 2,Uq, andV o from the DCTWo; = Vg = I'p = I, o; variance of the input signal;
Ay = diag[\/i 1 1 1], andU,, V; orthogonal. When o—%i variance of theth subband;
orthogonality isimposed, we get back GenLOT [5]. Whdn=

2, , the lattice turns into a modular form of the Type-A system . ) o
lattice [8]. Comparing the novel GLBT with the biorthogonall e signalz[r] is the commonly-used AR(1) process with in-

lapped transform (BOLT) in [28] reveals several fundamentifrsample autocorrelation coefficignt= 0.95 [19]. .
differences. Low DC leakage and high attenuation near the mirror fre-

i) The GLBT's analysis polyphase matrix is not restricteauencies are not as essential to the coder’s objective perfor-
to have order 2 mance as coding gain. However, they do improve the visual
i) The GLBT have LP analysis and synthesis filters of thguality of the reconstructed image significantly by eliminating
same length annoying blocking and checkerboard artifacts. Finally, the stop-
' band attenuation cost helps in improving the signal decorre-

iii) The factorization approaches are totally dissimilar. ) ) . .
) PP y lation, decreasing the amount of aliasing, and enhancing the

The odd-channel case is more complicated. An order-2 st - : :
Gi(2) contains((M + 1)/2)? + 3(M _‘)1)/2)2 1= (M? fioothness of the filters. These cost functions are defined as

M + 2) free parameters, whereds, has((M + 1)/2)? +
(M - 1)/2)? = (M? + 1)/2. Since there ar¢M + 1)/2

I£:lI> norm of theith synthesis filter.

M-1 L-1

symmetric filters,(M — 1)/2 antisymmetric filters, and all of _ ‘
them have LP, the most general solution is expected to have Cpe = ; Z:O hiln] (31)
(M +1)/2) (KM +1)/2) + (M —1)/2)((KM —1)/2) = Mot
(KM*+1)/2free parameters. Subtractif®/* +1)/2 param- o Z H, () 2 o 2rm
eters that belong to the initial stadi, each stag€r;(») [there mirror ‘ : ’ m M
are(K —1)/2 of them] should possegd? degrees of freedom. =0 o
Hence, each stage in our proposed solution in the previous sec- 1<m< — (32)
tion is off by (M — 2) parameters. 2

M-1 )

V1. DESIGN AND APPLICATION IN IMAGE CODING Clanalysis stopband = Z Wi (e?%)

= wECstopband
A. FB Optimization o Qb l

[Hi ()] dw (33)

Any realization of the lattice coefficient s¢®;, «;} in the
previous two sections results in an LPPR system. However, for M1
the FB to have high practical value, several other propertie /
wWCstopband

. . . “synthesis stopband — w7 (e’]w)
are also needed. High-performance FB can be obtained using

T
unconstrained nonlinear optimization, where the lattice coeffi- =0 J
cients are the free parameters. Since image compression is the ) |E (ij)| duw. (34)
main concern in this paper, the cost function is a weighted lineBine two simple functiondV2(c?*) and W7 (e/*) are used to
combination of coding gain, DC leakage, attenuation aroumgforce the weighting of the stopband attenuation of the analysis

mirror frequencies, and stopband attenuation, all of which amed synthesis bank, respectively.
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DC attenuation, mirror frequency attenuation, and stopband attenuation.

Fig. 10. Design example Il = 16 L = 32 optimized for coding gain, DC and mirror frequency attenuation, and stopband attenuation.

B. Design Examples

DC leakage, and maximize the stopband attenuation in low fre-
guency bands where there is usually a high concentration of
Figs. 9-14 present several design examples obtained fromage energy. On the other hand, the synthesis bank is designed

nonlinear optimization of the new lattice coefficients with varto have its filters decaying asymptotically to zero to completely
ious cost functions. Fig. 9 shows design example I: an 8-chaneéminate blocking artifacts. Furthermore, the stopband attenua-
LPPRFB with 16-tap filters (8 x 16 GLBT). Fig. 10 shows detion in high-frequency synthesis bands is also maximized so that
sign example Il with 16 channels and filter length 32 (16 x 3the resulting synthesis filters are generally smooth, leading to
GLBT). Both FB's are DCT-based and are obtained from a comiore visually pleasant reconstructed images. The 8 x 16 GLBT
binatorial cost function where the coding gain is given highest design example |, if optimized for pure coding gain, can at-
priority. The two design examples illustrate the tremendous dain 9.63 dB , which equals the coding gain reported on optimal
gree of flexibility that the new biorthogonal class of LT enjoydiorthogonal systems in [31]. However, the 8 x 16 LBT in [31]
over its orthogonal relative in previous works [4]-[6]. The analwas obtained by a direct constrained optimization on the filter
ysis bank is designed to maximize coding gain, minimize theefficients; therefore, it might only be near-PR, and it certainly



142 IEEE TRANSACTIONS ON SIGNAL PROCESSING, VOL. 48, NO. 1, JANUARY 2000

! ‘V m

W ” e

I'r ?TT?

R T i m w7 | | g
Analysis Bank Synthesis Bank

] 10 | g MR

1 h2 mw%e%wmm

'h3mﬁag?°ﬁf%m

hd | sl f?oew

x
hS mm?J J

[

Fig. 11. Design example I3 = 8 L = 32 optimized for coding gain, DC attenuation, mirror frequency attenuation, and stopband attenuation.

TABLE I
COMPARISON OFVARIOUS TRANSFORM PROPERTIES
Transforms
Transform
Properties 8x8 8x16 8x40 8x16 16x32 8x32 8x32 7x21
DCT LOT GenLOT | GLBT (I)| GLBT (II) | GLBT (III) | GLBT (IV)| GLBT (V)

Coding Gain (dB) 8.83 9.22 9.52 9.62 9.96 9.63 9.33 9.50
DC Attenuation (-dB) 310.62 312.56 322.10 327.40 303.32 327.57 3592 37.94
Stopband Attenuation (-dB) 9.96 19.38 16.18 13.50 14.28 15.43 31.27 11.97
Mirror Freq. Attenuation (-dB) 322.10 31724 317.24 55.54 302.35 43.84 23.83 16.45

does not have a fast, efficient, and robust implementation. In dd-wavelet coefficients. The resulting GLBT-based embedded
sign example I, 0.01 dB of coding gain has been sacrificed fooders provide unrivaled objective and subjective performance,
high attenuation at DC, near DC, and mirror frequencies to ems indicated in Table Ill and Fig. 15. For a smooth image like
sure a high level of perceptual performance in image coding.llena, which the wavelet transform can sufficiently decorrelate,
the 16 x 32 case, our GLBT in Fig. 10 achieves an impressitle best wavelet-based embedded coder SPIHT [21] provides a
coding gain of 9.96 dB. comparable performance. However, for a highly textured image

GLBT design examples with longer filter length are showlike Barbara, the 16 x 32 GLBT coder can provide a PSNR gain
in Figs. 11 and 12. While increasing the GLBT length only imef around 2.5 dB over a wide range of bit rates. The visual re-
proves the coding gain marginally (see design example Ill constructed image quality is also superior: texture is beautifully
Fig. 11), it helps tremendously in the case of stopband attemreserved, blocking is completely eliminated, and ringing is
ation (where longer filters are always beneficial), as attestedlarely noticeable. Compared with the optimal 8 x 40 GenLOT
by design example IV in Fig. 12. in [33], the 8 x 16 GLBT in Fig. 9 already offers a compa-

Two odd-channel FB are presented in Figs. 13 and 14. Desigtble performance at a much lower level of computational
example V in Fig. 13 is a seven-channel 21-tap LPPRFB optiemplexity. Compared with the dyadic wavelets in the SPIHT
mized for maximum coding gain and high stopband attenuationder, the GLBT can be viewed as a transform replacement for
near DC for the analysis bank and nedor the synthesis bank. higher performance and comparable complexity. Higher perfor-
Hence, the synthesis basis functions are much smoother tihamnce with nondyadic (full-tree) association of filter banks is
the analysis. Design example VI in Fig. 14 has five channgb®ssible, but such a system incur a high computational burden.
and filters of 15 taps optimized for coding gain and DC attentn this light, the GLBT proves itself as a compact and efficient
ation. Various properties of high-performance design exampl&s-band invertible transformation in image compression. More
are compiled in Table II; the DCT [20], the LOT [19], and thenbjective and subjective evaluation of GLBT-based progressive
8 x 40 GenLOT [33] are included for comparison purposes. coders can be found at http://thanglong.ece.jhu.edu/Coder/.

C. Application in Image Coding VII. CONCLUSIONS

To test the performance of the new family of LT's, new This paper presents general lattice structuresifechannel
GLBT's are incorporated into the block-transform progressiMePPRFB’s with all analysis and synthesis filters of the same
coding framework described in [32] and [33], where each blodkngth L = K M. The novel lattice based on the SVD pro-
of lapped transform coefficients is treated analogously to a treieles a fast, robust, efficient, and modular implementation
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Fig. 14. Design example VIiY = 5 L = 15 optimized for coding gain and DC attenuation.

and a friendly design procedure for all LP lapped transforntse new biorthogonal LT a whole new dimension of flexi-
with arbitrary integer overlapping factak. In the popular bility; the analysis and the synthesis bank can now be tailored
even-channel case, the lattice is proven to completely span #ppropriately to fit a particular application. Particularly, in
set of all possible solutions. We also prove that the proposidiage coding, the analysis bank can be optimized for max-
lattice structures are minimal in term of the number of delaysium energy compaction, whereas the synthesis filters can
employed in its implementation for both even and odd numbbke designed to have a high degree of smoothness. Through
of channels. The relaxation of the orthogonal constraint givise progressive image coding example, we have demonstrated
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() (d)
Fig. 15. Embedded coding results of Barbara at 1: 32 compression ratio. (a) Original image. (b) SPIHT, 27.58 dB. (c) Embedded 8 x 16 GLBT, 29.04 dB. (d)
Embedded 16 x 32 GLBT, 30.18 dB.

that A/-channel LPPRFB’s, when appropriately designed andLinear Phase: Consider a stage of the lattice in Fig. 3. Note
utilized, offer the highest performances up to date and easithatE(z) andF(z) now have ordeK — 1 andK — 2, respec-
surpass state-of-the-art wavelets by a significant margin. tively, whereasa~!(») is anticausal with order 1(~) can be
shown to satisfy the LP property in (4) in a similar manner to
the proof of Theorem I:

2~ E=DDF (1) T

=KD DETH (Y E (7)) T
S . X =2 DDt (271 2KV DE(2)JJ
Th'e proof is inductive. It keys on the existence aFa (z_) — DG ! (71) DG(2)F(2)

matrix that reduces the order @&(z) by 1 at a time while 1 . .
retaining all of the desirable properties in the reduced-order =zDG™ (:7) D27 DG (:™') DF(2) = F(2)
F(») = G '(2)E(2). The proof also serves as a guideline fowhere ~ we have exploited the facts  that

the construction of the lattice given the transform coefficie®(z) = >~ *~VDE(>~1)J from (1) andG(z) = =z !
matrix. DG(>~1)D from Theorem 1.

APPENDIX
PROOF OFTHEOREM I
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TABLE 1lI
OBJECTIVE CODING RESULT COMPARISON (PSNRIN DECIBELS)

Lena Goldhill Barbara

Comp. || SPIHT | 8x40 8x16 | 16x32 (| SPIHT | 8x40 8x16 | 16x32 | SPIHT | 8x40 8x16 | 16x32
Ratio 9/7 WL [ GenLOT | GLBT | GLBT || 9/7WL | GenLOT| GLBT | GLBT ([ 97 WL { GenLOT | GLBT | GLBT

1:8 4041 40.43 40.35 40.43 36.55 36.80 36.69 36.78 36.41 38.08 37.84 38.43
1:16 37.21 37.32 37.28 37.33 33.13 33.36 33.31 33.42 31.40 33.47 33.02 33.94
1:32 34.11 34.23 34.14 34.27 30.56 30.79 30.70 30.84 27.58 29.53 29.04 30.18
1:64 31.10 31.16 31.04 31.18 28.48 28.60 28.58 28.74 24.86 26.37 26.00 27.13

1:100 29.35 29.31 29.14 29.38 27.38 27.40 27.33 27.62 23.76 24.95 24.55 25.39
1:128 28.38 28.35 28.19 28.39 26.73 26.79 26.71 26.96 23.35 24.01 23.49 24.56

Perfect Reconstructionfrom (11) R(»)E(z) = I, leading to the following equivalent condition in
F(2) = G (2)E(z) = sWA (- ) W E(z). (A1) e time domain:

Since all matrices on the right-hand side of this equation havez R.E;; = §[I]I,
FIR inverseF'(z) is also FIR invertible, i.e., itrepresentsan FIR ;=

perfect re_construction system. The relationship of interest here Ry _, E, = 0. Next, the LP
Causality: The above proofs foF'(z) to have LP and PR property of (z) andR(z) in (4) and (5) implies that
are actually expected because we specifically de€ign) to

Vist.0<i+1< K—1. (AB)

propagate these properties. Any choicéof [Y ] such that Bi= DEI"_i_l.J and R, = JRi—i1D. (A7)
itis invertible will suffice. The difficult part is to show that thereHence, we can obtain
always exist invertible matricel§ and V' that will produce a Ry _Eo = JR\DE, = RyDE, = 0.
causalF(z) obtamei fr20m (A-1). Let Applying Sylvester’s rank inequality [24] Ry DE, = 0O pro-
—
; duces
F(z)= Y Fiz', Fr#0
=0 p(Ro) + p(DEo) — M < p(RoDE,) =0
and K—1 = p(Ro) + p(Eo) < M. (A.8)
—
E(z) = E;z",  Eg_1#0. A.2
) ; K17 (A-2) The proof of causality is accomplisheifEy) < M /2 since

in that case, the dimension of the null spaceFyf is larger
than or equal tolM/2. Hence, it is possible to choosd /2

{I I} {I 0 } {I I} {U—l 0 } B(2) linearly independent vectors frod,’s null space to serve as

I —-1||0 2T -1 o Vv "~ [UT'=V 1. Inthe paraunitary case, this can be achieved easily

<[U‘1 V‘l} .. { U1 _V_ID because (3) immediately impligg Ry) = p(Eq) < M /2. The

From (A.1), we have

F) =}

N

U1 -l U oyl biorthogonal case is more troublesome, and we need the fol-
lowing Lemma |, which shows that the conditiptEy) > M /2
K—1 [or p(Ry) > M /2] leads to asymmetrical systems where the fil-
. <Z EZ?“Z) (A.3) ters of one bank have higher order than the filters of the other.
i=0 More simply stated, in the case where all analysis and synthesis
We have to show that it is possible to eliminate the noncaudéters have linear phase and the same lengith= KM, it is

part in (A.3) by achieving necessary that
A M
b ya| B0 (a4 o(Eo) < and (o) < 2.
Now, let the polyphase matrix of the corresponding synthesisOrder Reduction:|t can be easily verified that the structure
bank be G !(2)in (A.1) withUU andV chosen to eliminate noncausality
asin (A.4) alsoreduces the ordetgfz) by 1. From (A.3), after
K-1 one factorization step, the highest order componerf(af) =
R(z)=)Y R, Rg1#0 (A5) G'(2)E(z)is
=0
where thez ! factor in (1) has been absorbed ink{z) to vt vt I A9
make it anticausal. The biorthogonal condition is modified to vl oy TR (A.9)
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SubstitutingE'y,_; = DEyJ from (A.7) into (A.9) yields

vt vt vt v
|:U_1 V_1:| DE\J = |:U_1 _V_1:| EoJ =0J =0. [1]
(A.10) 2]
Therefore, the factorization is guaranteed to terminate after
(K — 1) steps. o B

Lemma I: If there exist two polyphase matrices(z)
SRS Eiz andR(z) = Y1 0 R; 2 representing FIR even-
channel LPPRFB with all filters having the same length=
KM, thenp(Ey) < M/2,andp(Ry) < M/2.

Proof: Note that we consider the causal analysis bank and
the anticausal synthesis bank purely for the clarity of presentaIG]
tion. Equation (1) now simplifies t®(z)E(z) = I, whereas
|E(z)] = =™ = 1/|R(z)| and|R(z)| = z™. Indeed, we can
manipulate (4) and (5) in similar fashions to the techniques in
the proof of Theorem 11l to obtain the exact orderof their de-
terminants:

(4]

(5]

(71
(8]

E(2)

_ ‘241"*1)1‘ D] |E (=)| |7]
[9]

- 1
_ —M(K-1)
=z
| E(=)

(10]

— |E(2’)| :Z—(]\l(l(—l)/Q)' [11]

We will complete the proof by contradiction. Suppose thatj1o;
p(Eo) > M/2; thus,p(Ry) < M/2. Consider the possibility
of the factorization of the anticausRl(~). Similarly to the ap-

13
proach described by (A.3) and (A.4), we need to obtain s
U -U
= 14
RO[_V V} 0 (A11) [14]
to eliminate causality. In this casey(R,) < M/2,
and it is possible to choos¢l/ —-V]" from M/2 15
linearly independent vectors from the null space of
Ry. In other words, it is possible to writeR(z) as (16]
R(z) = Ry _»(#»)G™*(=), where both factors are anticausal.
Now, |R(#)| = |Rx—2(2)||G~*(2)]. Since|G™*(z)| = 2M/2,
|Ryc_2(2)| = »ME-L/D=(M/2) — ,(M(K=2)/2 Therefore, [17]

it is easy to show thaR ko (z) represents an FIR LPPR system

of order(K — 2). (18]
On the other handE(z) = R™'(2) = G(2)R;",(2).
Consider the producG '(z2)E(z) = Ri',(z). We have [ig]

R ,(2) causal with determinant—(*(*=2)/2) However,
since p(Ey) > M/2, the null space ofE, has dimension [20]

less thanM /2. Therefore, the anticausal part 651 (2)E(z) 21
cannot possibly be suppressed, i.e.,
vt -v!

|:_U1 V1:| Ey#0 2]
for any invertible matrice&’ ! andV 1. Moreover, the highest [23]
order of G (2) E(z) still exists as

vt vt
[U‘l V_l} Ex_ 1#0 [24]
[25]

because(Er_1) = p(Ey) > M/2. Theefore, , a shift ok
leads to a causal system with ord€rwhich is contradictory to (26]

the fact thaiR;;" ,(z) is causal with ordefK — 2). The case of
p(Ro) > M /2 can be proven in a similar fashion. O
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