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Optimal Block Boundary Pre/Postfiltering for
Wavelet-Based Image and Video Compression

Jie Liang, Member, IEEE, Chengjie Tu, Member, IEEE, and Trac D. Tran, Member, IEEE

Abstract—This paper presents a pre/postfiltering framework to
reduce the reconstruction errors near block boundaries in wavelet-
based image and video compression. Two algorithms are devel-
oped to obtain the optimal filter, based on boundary filter bank
and polyphase structure, respectively. A low-complexity structure
is employed to approximate the optimal solution. Performances of
the proposed method in the removal of JPEG 2000 tiling artifact
and the jittering artifact of three-dimensional wavelet video coding
are reported. Comparisons with other methods demonstrate the
advantages of our pre/postfiltering framework.

Index Terms—JPEG 2000, pre/postfilter, three-dimensional
(3-D) wavelet video coding, tiling artifact removal, wavelet
transform.

I. INTRODUCTION

I T IS WELL known that DCT-based image and video coding
systems exhibit annoying blocking artifacts at low bit rates.

Many techniques have been proposed to resolve this problem
(e.g., [1], [2], and the references therein). Among them, the
lapped transform [3] generates basis functions that cover two
data blocks by applying a postfilter after the DCT. This not only
suppresses the blocking artifact, but also improves the compres-
sion capability.

The wavelet transform provides another solution of elimi-
nating the blocking artifact. It is obtained by successively it-
erating a two-channel filter bank on its lowpass output. As a
result, the wavelet transform has long low frequency basis func-
tions and short high frequency basis functions. Blocking artifact
can be removed if the wavelet transform is applied to the entire
image. This, together with other properties, has made wavelets
the foundation of JPEG 2000 [4].

Various three-dimensional (3-D) wavelet transform algo-
rithms have also been proposed for video coding [5]–[10], in
which another dimension of the wavelet transform is applied in
the temporal direction in addition to the two-dimensional (2-D)
wavelet transform within each frame. An attractive property
of 3-D wavelet video coding is that it allows full scalabilities,
including quality scalability, frame rate scalability, and spatial
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resolution scalability. Therefore, 3-D wavelet video coding
is being considered for the scalable video coding standard in
MPEG-21.

However, due to the constraints of CPU and memory on dif-
ferent platforms, the block-based wavelet transform has to be
employed in many circumstances. In image coding, this requires
partitioning a large input image into some smaller pieces and
encoding each separately. In JPEG 2000, each piece is called a
tile. Although the tile size in JPEG2000 is much larger than the
block size in JPEG, discontinuity known as tiling artifact at tile
boundaries is still noticeable at low bit rates [11].

The block-based approach is more imperative in 3-D wavelet
video coding due to the large amount of data involved. In this
case, the video sequence is usually divided into groups of pic-
tures (GOP), and each group is compressed by 3-D wavelet in-
dependently. This approach reduces the memory requirement,
improves the robustness to transmission error, and also facili-
tates random access. However, it also leads to serious degrada-
tion of quality at group boundaries. This causes the periodical
jittering artifact in video playback [12].

Two classes of methods have been proposed to reduce the
tiling artifacts. The first class applies postprocessing at the de-
coder side. An example of this class is the method of projec-
tion onto scaling functions [11]. Although these methods can
improve the visual quality, the SNR measure is usually deteri-
orated. In addition, postprocessing-only methods tend to intro-
duce blurring, ringing, or other degradations.

In the second category, the problem is addressed by both
the encoder and the decoder. In [13], a point-symmetric ex-
tension method is proposed to replace the conventional sym-
metric extension. In [14] and [15], the tile size is chosen to be
odd such that the first and the last subband of each tile are al-
ways low-pass, based on the observation that high-pass coeffi-
cients at the tile boundary have larger reconstruction errors than
low-pass coefficients. Since the JPEG 2000 standard requires
that low-pass coefficients must be located on even canvas coor-
dinates and high-pass coefficients on odd coordinates, it is fur-
ther proposed in [16] to choose the tiles such that neighboring
tiles are overlapped by one sample. This method has been in-
cluded in JPEG 2000 standard as an extension to the baseline
codec. However, since it is not a mandatory part of the standard,
the method is not widely supported. Therefore, solutions inde-
pendent of the baseline codec are highly desired. In addition, as
pointed out in [11], overlapped tiles introduce a rate cost, be-
cause each tile boundary is coded twice.

To reduce the jittering artifacts in 3-D wavelet coding, a
pipeline implementation is proposed in [12] to achieve the
wavelet transform of the entire video sequence. However, it
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Fig. 1. Block-based wavelet transform with pre/postprocessing at block boundaries. The left figure shows the details of different lifting steps.

requires more frame buffers, and sacrifices the flexibility and
robustness of the original GOP approach.

In this paper, we propose a pre/postfiltering approach,
which can be viewed as the generalization of the DCT-based
pre/postfiltering scheme in [17] to wavelet-based systems. In
this method, a small preprocessing operator is applied at tile
boundaries or GOP boundaries before wavelet compression.
At the decoder side, a postprocessing operator is performed
at the boundaries after wavelet decoding. The postfilter can
be viewed as a deblocking filter, whereas the prefilter helps to
improve the compression capability of the wavelet transform.
The structure offers some attractive properties. For example,
the pre/postfiltering can be implemented outside existing image
and video coding systems, and the size of the pre/postfilter can
be adjusted easily. In addition, although the proposed scheme
requires efforts at both the encoder and decoder, we will show
that postfiltering alone is able to improve the visual quality
significantly at low bit rates.

The idea of applying pre/postfiltering to improve the coding
performance can be traced back to [18], where a DPCM coding
system with prefilter and postfilter is developed,
and the optimal prefilter that maximizes the output SNR is
shown to be a half-whitening filter. In [19], it is proven that the
result still holds when the quantizer is replaced by a paraunitary
filter bank. The result in [19] is generalized in [20] to the case
where the postfilter is not the inverse of the prefilter. Prefiltering
in the wavelet transform has also been studied. In [21], it is used
to compute various wavelet series coefficients. The optimal de-
sign of this kind of prefilter is studied in [22] and is generalized
in [23] to the multiwavelet case. However, the pre/postfilters
in these papers are applied to all input samples, whereas our
method only uses pre/postfilters at block boundaries.

The rest of the paper is organized as follows. In Section II,
we present two algorithms to obtain the optimal filter, based
on boundary filter bank and polyphase format, respectively. A
fast structure is also proposed. Design examples are presented in
Section III. In Sections IV and V, we apply the proposed frame-
work to image and video coding, and demonstrate its advantages
through comparison with existing methods.

II. PROBLEM FORMULATION

Fig. 1 illustrates an example of wavelet-based image/video
compression with prefilter and postfilter
operating at tile/GOP boundaries, where is the size of the
pre/postfilter, and and are input

samples of two neighboring blocks of size . The wavelet
transform is implemented through a number of lifting and
scaling steps [4], and symmetric extension is employed at
block boundary. The wavelet example shown in Fig. 1 has two
lifting steps. When applied to 2-D data, pre/postfiltering is first
performed in all horizontal block boundaries, and then repeated
at all vertical block boundaries.

Our objective is to find the optimal pre/postfilters in the rate-
distortion sense. Two design approaches will be introduced in
this section.

A. Boundary Filter Bank Approach

Notice that the basis functions of the DCT and the wavelet
transform have different properties. In DCT, every basis
function has the same length, whereas wavelet has longer
low-frequency basis functions and shorter high-frequency
basis functions. As a result, prefiltering prior to the DCT
affects all subbands [17], but in the wavelet transform, only
some boundary subbands are affected by the prefilter. This
suggests that the design of wavelet prefilter should focus on
the boundary region. For simplicity purpose, only one level of
wavelet transform is considered here, but the result can be ap-
plied to implementations with multiple wavelet decomposition
levels with satisfactory performance.

To find the optimal wavelet prefilter, we first identify the
number of reconstructed pixels that are affected by the given
pre/postfilters. For the example in Fig. 1 with four-point
pre/postfilters and two lifting steps, it is easy to see that in
block , the prefiltered boundary samples affect three wavelet
coefficients after the forward transform: and .
After the inverse transform, the effect of the prefilter propagates
to four reconstructed pixels: from to . Similarly, one
can verify that five reconstructed pixels in the top tile are
influenced by the prefilter.

Starting from these reconstructed pixels and tracing back, we
can identify all wavelet coefficients and all input samples that
contribute to these reconstructed samples. In this example, seven
wavelet coefficients in the top block, and six coefficients in the
bottom block are involved. They are functions of eight and seven
input samples, respectively, as shown in Fig. 1.

As a result, the block boundary filter bank can be summarized
as in Fig. 2, where and represent the boundary forward
and inverse wavelet transforms at the two neighboring tiles, re-
spectively. Notice that and are not square matrices. Our
objective is to find the optimal pre/postfilter pair such that the
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Fig. 2. Matrix representation of the block boundary filter bank in Fig. 1.

mean-squared error (MSE) of the reconstructed boundary vec-
tors and is minimized. To this end, we first denote the
boundary wavelet transform coefficients as

(1)

where the sizes of and are , and
respectively, and is the identity matrix.

Let be the quantization noise applied to , the reconstruc-
tion error would be

(2)

where the sizes of and are and
respectively.

The MSE of boundary samples can, thus, be expressed as

(3)

where denotes the trace of matrix .
Assuming that subband noises are uncorrelated, i.e., is

diagonal, can be written as

(4)

where is the variance of the th entry in , and is
the norm of the th column of .

Define to be the input autocorrelation matrix and we
have

(5)

The diagonal of gives the variances of elements in

(6)

The variance of the quantization noise applied to can be
modeled by [18]

(7)

where the constant depends on the statistics of , and
is the number of bits allocated to the th channel in .

Since the two blocks are quantized separately, the optimal bit
allocation problem can be formulated as

subject to

(8)

where and are the average bit rates of the two blocks. This
is a standard Lagrangian problem, and the optimal bit allocation
can be found by writing the objective function as

(9)

Setting yields

(10)

for some constant values and . Substituting into the con-
straints on bit rates, and can be found to be

(11)

The minimal MSE can be obtained by substituting (10) and (11)
into (8).

Similar to standard subband coding problems [18], we can
define the coding gain of the boundary filter bank with respect
to the PCM scheme, where each sample is compressed directly
to the bit rate of in the two blocks. The MSE of PCM is, thus

(12)

where is the length of . The coding gain of the pre/postfilter
can be defined as , i.e.,

(13)

where are defined in (11), and . In this
paper, is used, i.e., we assume that the two blocks are
encoded at the same bit rate.
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Fig. 3. Polyphase representation of the block wavelet transform with
pre/postfiltering at boundaries.

TABLE I
CODING GAIN (IN DECIBLES) OF DIFFERENT BLOCK WTs WITH DIFFERENT

PRE/POSTPROCESSING [FOR AR(1) INPUT WITH � = 0:95]

The optimal pre/postprocessing operator can be found by set-
ting up an optimization program to maximize the coding gain as
defined above.

B. Polyphase Approach

When all levels of wavelet decomposition of a block are
viewed as a single block transform, the proposed structure in
Fig. 1 can be represented by the polyphase structure in Fig. 3.
This can be viewed as a generalization of the time domain
lapped transform in [17] by replacing the DCT with the wavelet
transform. The coding gain of this structure can be obtained by
the following classical definition [18], [19]:

(14)

where is the variance of the th subband signal, and
is the norm of the th synthesis subband filter.

Notice that all subbands of a block are involved in (14),
whereas only subbands near the block boundary are used in
(13). Thus, optimization with (13) is much faster than the
polyphase one, especially for large block size. Optimization
results show that the solutions of the two methods are very
similar, although only one level of WT is considered in the
boundary filter bank approach. However, the polyphase method
can reveal some important relationships among the size of the
pre/postfilter, the block size and the levels of WT, as will be
discussed in Section III-A.

Fig. 4. Fast prefilter structure.

TABLE II
OPTIMAL PARAMETERS AND RATIONAL APPROXIMATIONS

FOR THE FAST PRE/POSTFILTERS IN FIG. 4

C. Efficient Structure for Pre/Postfilters

In addition to coding gain, other properties such as fast com-
putation and modular structure are often desirable for a filter
bank in practical image and video coders. In the pre/postpro-
cessing of the wavelet transform, these requirements impose fur-
ther constraints on the pre/postfilters. In this paper, we propose
the following structure:

(15)

where is the reversal identity matrix. This structure is
identical to that in the time domain lapped transform [17]. All
degrees of freedom in this structure lie in the matrix ,
which can be optimized for the coding gain.

The structure in (15) enjoys the following properties. First,
the prefilter has no effect on an input vector whose entries
are all identical, i.e., . Therefore, no nonzero high-fre-
quency wavelet coefficient is created for constant inputs.
Second, the prefilter satisfies ; thus, it provides
the same boundary processing to both blocks.

D. Postprocessing-Only Approach

Reducing blocking artifacts with only postprocessing is de-
sired in some scenarios, especially when the user does not have
access to the encoder. In Section IV, we shall show that the post-
filter designed above can be directly applied to improve the vi-
sual quality, especially at low bit rates. This is because the effect
of the prefiltering is essentially eliminated by the large quanti-
zation step in this case.
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TABLE III
JPEG 2000 IMAGE CODING EXAMPLES WITH A TILE SIZE OF 64� 64 AND DIFFERENT WTS AND PRE/POSTFILTERS

III. DESIGN EXAMPLES

A. Coding Gains of Pre/Postfiltered Block WT

Table I tabulates the optimized coding gains of the filtered
block wavelet transform with different block sizes, iteration
levels and pre/postfilter sizes. The coding gains are obtained
by the polyphase method in Fig. 3. The wavelet in JPEG
2000 is used. The input is assumed to follow an AR(1) model
with correlation coefficient . The matrix in (15) is
modeled by a full biorthogonal matrix.

It can be seen from Table I that the coding gain of a filtered
block transform is equivalent to that of a unfiltered system with
much larger block. For example, with eight-point pre/postfil-
tering, the coding gains of three-level wavelet with a block
size of 16 and 32 become comparable to that of the wavelet
transform with a block size of 64 and 128, respectively. There-
fore, this method is very useful to improve the performance of
resource-constrained systems.

B. Design Examples for Fast Pre/Postfilter

Experimental results show that when , the op-
timal matrix in (15) can be approximated very well by the
fast structures in Fig. 4, which involves scaling factors and

lifting steps. The structure is similar to that in the time
domain lapped transform [17]. Some optimized parameters for
Fig. 4 are listed in Table II. Various rational approximations that
allow fixed-point implementation are also presented. Notice that
those with integer scaling parameters enable lossless compres-
sion, and the resulting image/video coding system still enjoys
the lossy-to-lossless compression property if invertible wavelet
transforms such as the wavelet are used.

IV. APPLICATIONS IN IMAGE COMPRESSION

In this section, we demonstrates the performance of pre/post-
filtering in the removal of tiling artifact in JPEG 2000, and com-
pare the results with that of the overlapped tiling method in

[16]. Kakadu version 3.4 [24] is used to perform the JPEG 2000
operation.

Since the prefilter is not orthogonal, the dynamic range of
the input is increased slightly. For 8-bit image samples, the fil-
tered boundary signals usually need 9 bits to represent. Two op-
tions can be selected to integrate the prefiltering and the JPEG
2000 engine. One way is to clip the filtered result to be with in
the range of . The other is to subtract 128 from the
prefiltered image and encode it as a 9-bit image. This method
is necessary for lossless coding. The first method introduces
some clipping errors, whereas coding performance is sacrificed
slightly by the second method. Nevertheless, the following re-
sults show that these drawbacks are usually more than compen-
sated by the gain of the proposed framework.

Table III lists the PSNR results of four test images for bit
rates ranging from 0.1 bits/pixel (bpp) to 4.0 bpp. Five levels
of or wavelet transform are used in all cases. The tile
size is chosen to be 64 64 so that we can compare with the
overlapped tiling method in [16]. The lossless four-point and
eight-point filtering configurations in Table II are used for
wavelet and lossy integer configurations in Table II are used for

wavelet.
Table III shows that in most cases, the proposed method gen-

erates higher PSNR than the baseline JPEG 2000 no matter
whether the filtered data are treated as 8 bit or 9 bit. Although the
PSNR gain is generally less than 0.4 dB, there are some special
cases where the improvement can be more than 1 dB, as high-
lighted in Table III (1.91 dB for Goldhill at 4.0 bpp and 1.3 dB
for Lena at 4.0 bpp).

As a comparison, some PSNR results with the Lena test image
are reported in [16] for bit rates from 0.1–1.5 bpp. The over-
lapped tiling method in it produces a gain of 0.3–0.5 dB when
the bit rate is less than 0.25 bpp, but no gain is reported for rates
higher than 0.5 bpp.

We next focus on the performance of the proposed method
at tile boundaries. Fig. 5 shows the decoded image Lena at
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Fig. 5. Portions of decoded image Lena at 0.206 bpp. (a) Kakadu only: 30.06 dB. (b) Kakadu with eight-point pre/postfiltering: 30.32 dB. (c) Kakadu with
eight-point postfiltering only: 30.12 dB.

Fig. 6. Average reconstruction error for each row and each column of image Lena at 0.206 bpp and a tile size of 64� 64. (a) Kakadu only. (b) Kakadu with
eight-point pre/postfiltering. (c) Kakadu with eight-point postfiltering only.

0.206 bpp with different methods. Fig. 5(a) is the Kakadu re-
sult with a PSNR of 30.06 dB. To ensure fair comparison, this
example is designed to have the same PSNR as the 0.25 bpp re-
sult in [16], where JPEG 2000 verification model (VM) 8.0 is
used. Tiling artifact can be observed clearly in Fig. 5(a). In Fig.
6(a), we plot the average reconstruction error over all rows and
all columns of this image, which clearly indicates that the error
is much higher at tile boundaries.

Fig. 5(b) is obtained with eight-point pre/postfiltering. The
overall PSNR is improved to 30.32 dB. The corresponding av-
erage error in Fig. 6(b) verifies that the reconstruction error near
tile boundaries has been reduced significantly, which translates
to much more pleasant visual quality.

The results in Figs. 5(b) and 6(b) have striking similarities to
those in [16], where a PSNR gain of 0.3 dB is reported. This
suggests that the proposed method is as efficient as the over-
lapped method in [16] for low bit rates. Our method can also
yield better coding performance at high bit rates. Besides, it does
not require any change to the baseline JPEG 2000 implementa-
tion. This makes it an attractive choice for applications where
the user could not change the existing JPEG 2000 software or
hardware implementations.

Although the proposed framework requires both prefilter and
postfilter, postprocessing alone is actually effective enough to
reduce the tiling artifact at low bit rates, as demonstrated in
Figs. 5(c) and 6(c), where prefiltering is bypassed and only post-

filtering is applied. However, the PSNR is only 0.06 dB better
than the JPEG 2000 result.

V. APPLICATION IN 3-D WAVELET VIDEO CODING

In this section, we apply the fast pre/postprocessing solutions
to reduce the jittering artifact in 3-D wavelet video coding, and
compare with the global temporal WT method in [12]. Various
pre/postfiltering configurations are tested, and coding results of
some test sequences are reported in Table IV. The GOP size is
chosen to be 16, and three levels of wavelet transform are
performed in each dimension. The lossless wavelet as given
in [25] is used. 3-D SPIHT is then used to encode the wavelet
coefficients [8].

For comparison purposes, we implement the global WT
method as in [12], which first obtains the global temporal WT
by a pipeline algorithm. The global WT is then divided into
GOPs in the wavelet domain and each GOP is coded with 3-D
SPIHT to obtain a fair comparison with the proposed method
(3-D ESCOT is used in [12]).

Table IV shows that compared with the original GOP ap-
proach, the global WT method improves the PSNR by 0.38 dB,
on average. This is consistent with the 3-D ESCOT results in
[12]. The proposed GOP WT with six-point filter yields a com-
petitive gain of 0.25 dB, given that it is still a GOP-based solu-
tion. Notice that the global WT method is not always better than
the filtered GOP approach.
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TABLE IV
VIDEO CODING RESULTS (PSNR IN DECIBELS) WITH 9=7 WAVELET-BASED 3-D SPIHT AND VARIOUS PRE/POSTFILTERING

Fig. 7. Performance comparison of 3-D SPIHT video coding with global
temporal WT, GOP WT, and GOP WT with six-point pre/postfilter.

The three methods are compared in Fig. 7 for the first 160
frames of the QCIF Claire test sequence coded at a compression
ratio of 120:1. The original GOP method experiences serious
PSNR drop at GOP boundaries, which causes the annoying pe-
riodical jittering artifact. After pre/postfiltering, the PSNR can
be improved by 1.5–2.5 dB at GOP boundaries, and the jittering
artifact is, therefore, reduced significantly.

Although the global method achieves higher PSNR, it intro-
duces some other problems. First of all, more buffers are re-
quired, which implies longer latency. For example, it needs 29
and 61 frame buffers for three-level and four-level wavelet,
respectively. The required buffer in our method is simply
for a GOP size of and prefilter size of . Therefore, only 19

frames are needed when and . Notice that our
buffer requirement is independent of the level of wavelet iter-
ations. Second, since the global method divides the global WT
into different GOPs in the wavelet domain, any error in one GOP
will propagate to neighboring GOPs after the inverse wavelet
transform. This poses more challenges to operations such as
random access and error concealment, especially for low-end
platforms.

VI. CONCLUSION

In this paper, we present a block boundary pre/postprocessing
framework for wavelet-based image and video coding. Two al-
gorithms are proposed to obtain the optimal filters, and near-
optimal fast implementation is developed. The applications in
JPEG 2000 show that at low bit rates, the proposed method
is comparable to the overlapped tiling method in the removal
of tiling artifact. Moreover, the postfilter alone is sufficient to
improve the visual quality. At high bit rates, our method can
also improve the coding performance whereas the overlapped
tiling method does not. Since our method does not need any
change to the baseline JPEG 2000, it is very useful when the
user does not have access to the existing software or hardware
implementation.

When applied in 3-D wavelet video coding, the proposed
method significantly reduces the jittering artifact. It also pre-
serves the simplicity, flexibility and robustness of the original
GOP-based approach. Therefore, it is very promising for re-
source-constrained platforms and real-time applications.
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